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Foreword
This Technical Specification has been produced by the 3 Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal
TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an
identifying change of release date and an increase in version number as follows:

Version x.y.z
where;
x thefirst digit:
1 presented to TSG for information;
2 presented to TSG for approval;
3 or greater indicates TSG approved document under change control.

y the second digit isincremented for all changes of substance, i.e. technical enhancements, corrections,
updates, etc.

z thethird digit isincremented when editorial only changes have been incorporated in the document.
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1 Scope

The present document is a detailed description of the signal processing algorithms of the Enhanced V oice Services
coder.

2 References

The following documents contain provisions which, through reference in this text, constitute provisions of the present

document.

- References are either specific (identified by date of publication, edition number, version number, etc.) or

non-specific.

- For aspecific reference, subsequent revisions do not apply.

- For anon-specific reference, the latest version applies. In the case of areference to a 3GPP document (including
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3 Definitions, abbreviations and mathematical
expressions

3.1 Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A
term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

frame: an array of audio samples spanning 20ms time duration.

EV S codec: The EV S codec includes two operational modes: EV S Primary operational mode (EV S Primary mode) and
EVS AMR-WB Inter-Operable modes (EVS AMR-WB |10 mode). When using the EVS AMR-WB 10 mode the speech
frames are bitstream interoperable with the AMR-WB codec [9]. Frames generated by an EVS AMR-WB 10 mode
encoder can be decoded by an AMR-WB decoder, without the need for transcoding. Likewise, frames generated by an
AMR-WB encoder can be decoded by an EVS AMR-WB |0 mode decoder, without the need for transcoding.

EVSPrimary mode: Includes 11 bit-rates for fixed-rate or multi-rate operation; 1 average bit-rate for variable bit-rate
operation; and 1 bit-rate for SID (3GPP TS 26.441 [2]). The EVS Primary mode can encode narrowband, wideband,
super-wideband and fullband signals. None of these bit-rates are interoperable with the AMR-WB codec.

EVSAMR-WB IO mode: Includes 9 codec modes and SID. All are bitstream interoperable with the AMR-WB codec
(3GPP TS 26.171[37]).

Operational mode: Used for the EV S codec to distinguish between EV S Primary mode and EVS AMR-WB 10 mode.

3.2 Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An
abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in
TR 21.905[1].

ACELP Algebraic Code-Excited Linear Prediction
AMR Adaptive Multi Rate (codec)

AMR-NB Adaptive Multi Rate Narrowband (codec) — Also referred to as AMR
AMR-WB Adaptive Multi Rate Wideband (codec)
AR Auto-Regressive

AVQ Algebraic Vector Quantization

CELP Code-Excited Linear Prediction

CLDFB Complex Low Delay Filter Bank

CMR Codec Mode Request

CNG Comfort Noise Generator

DCT Discrete Cosine Transformation
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DFT Discrete Fourier Transform
DTX Discontinuous Transmission
EFR Enhanced Full Rate (codec)
EVS Enhanced Voice Services
FB Fullband
FCB Fixed Codebook
FEC Frame Erasure Conceal ment
FFT Fast Fourier Transform
FIR Finite Impul se Response
FT Frame Type
GC Generic Coding
HF High Frequency
HP High Pass
IR Infinite Impul se Response
IP Internet Protocol
ISF Immittance Spectral Frequency
ISP Immittance Spectral Pair
I|SPP Interleaved Single-Pulse Permutation
JBM Jitter Buffer Management
LD Low Delay
LP Linear Prediction
LPF Low Pass Filter
LSB Least Significant Bit
LSF Line Spectral Frequency
LSP Line Spectral Pair
LTP Long-Term Prediction
MA Moving Average
MDCT Modified Discrete Cosine Transform
MRLVQ Multi-Rate Lattice Vector Quantization
MSB Most Significant Bit
MSVQ Multi-Stage Vector Quantization
MTSI Multimedia Telephony Service for IMS
NB Narrowband
oL Open-Loop
PCPRS Path-Choose Pulse Replacement Search
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PS Packet Switched

PSTN Public Switched Telephone Network

QMF Quadrature Mirror Filter (See dso CLDFB)
SAD Signal Activity Detection

SDP Session Description Protocol

SID Silence Insertion Descriptor

SNR Signal-to-Noise Ratio

SWB Super Wideband

TC Transition Coding

ToC Table of Contents

uc Unvoiced Coding

VC Voiced Coding

VMR-WB Variable Rate Multimode Wideband

VQ Vector Quantization

WB Wideband

WMOPS Weighted Millions of Operations Per Second

3.3 Mathematical Expressions
For the purposes of the present document, the following conventions apply to mathematical expressions:

|_XJ indicates the largest integer less than or equal to x: |_1.1J=1, \_l.Ole and L—l.lJ:—Z;

|_X—‘ indicates the smallest integer greater than or equal to x: |_1.1—‘ =2, !_2.0—‘ =2 and !_—1.1—‘ =-1

[x| indicatesthe absolute value of x: |17| = 17, 17| = 17;
Min(xo,...Xn-1)  indicates the minimum of Xo,..., Xn-1, N being the number of components;
maX(Xo,...Xn-1)  indicates the maximum of Xo, ..., Xn-;

1, if x>0,
-1 otherwise

sgn(x) {
AT indicates the transpose of matrix A;

xmod y indicates the remainder after dividing x by y: xmody = x—(y| x/ y]) ;
round(x) istraditional rounding: round(x) = sgn(x)-|| x| + 0.5] ;

exp(X) is equivaent to e where e is the base of the natural agorithm;

Z indicates summation;

IT indicates product;

Unless otherwise specified, log(x) denotes logarithm at base 10 throughout this Recommendation.
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4 General description of the coder

4.1 Introduction

The present document is a detailed description of the signal processing algorithms of the Enhanced V oice Services
coder. The detailed mapping from 20ms input blocks of audio samplesin 16 bit uniform PCM format to encoded blocks
of bits and from encoded blocks of bits to output blocks of reconstructed audio samplesis explained. Four sampling
rates are supported; 8 000, 16 000, 32 000 and 48 000 samples/s and the bit rates for the encoded bit stream of may be
5.9,7.2,8.0,9.6,13.2, 16.4, 24.4, 32.0, 48.0, 64.0, 96.0 or 128.0 kbit/s. An AMR-WB Interoperable modeis also
provided which operates at bit rates for the encoded bit stream of 6.6, 8.85, 12.65, 14.25, 15.85, 18.25, 19.85, 23.05 or
23.85 khit/s.

The procedure of this document is mandatory for implementation in al network entities and User Equipment (UE)s
supporting the EV'S coder.

The present document does not describe the ANSI-C code of this procedure. In the case of discrepancy between the
procedure described in the present document and its ANSI-C code specifications contained in [3] the procedure defined
by the [3] prevails.

4.2 Input/output sampling rate

The encoder can accept fullband (FB), superwideband (SWB), wideband (WB) or narrow-band (NB) signals sampled at
48, 32, 16 or 8 kHz. Similarly, the decoder output can be 48, 32, 16 or 8 kHz, FB, SWB, WB or NB.

4.3 Codec delay

Theinput signal is processed using 20 ms frames. The codec delay depends on the output sampling rate. For WB, SWB
and FB output (i.e. output sampling rate > 8 kHz) the overall algorithmic delay is 32 ms. It consists of one 20 ms frame,
0.9375 ms delay of input resampling filters on the encoder-side, 8.75 ms for the encoder |ook-ahead, and 2.3125 ms
delay of time-domain bandwidth extension on the decoder-side. For 8 kHz decoder output the decoder delay is reduced
to 1.25 ms needed for resampling using a complex low-delay filterbank, resulting in 30.9375 ms overall algorithmic
delay.

4.4 Coder overview

The EV S codec employs a hybrid coding scheme combining linear predictive (LP) coding techniques based upon
ACELP (Algebraic Code Excited Linear Prediction), predominantly for speech signals, with atransform coding
method, for generic content, as well asinactive signal coding in conjunction with VAD/DTX/CNG (Voice Activity
Detection/Discontinuous Transmission/ Comfort Noise Generation) operation. The EV'S codec is capable of switching
between these different coding modes without artefacts.

The EV S codec supports 5.9kbps narrowband and wideband variable bit rate (VBR) operation based upon the ACELP
coding paradigm which also provides the AMR-WB interoperable encoding and decoding. In addition to perceptually
optimized waveform matching, the codec utilizes parametric representations of certain frequency ranges. These
parametric representations constitute coded bandwidth extensions or noise filling strategies.

The decoder generates the signal parameters represented by the indices transmitted in the bit-stream. For the bandwidth
extension and noise fill regions estimates from the coded regions are used in addition to the decoded parametric datato
generate the signals for these frequency regions.

The description of the coding agorithm of this Specification is made in terms of bit-exact, fixed-point mathematical
operations. The ANSI C code described in [3], which constitutes an integral part of this Specification, reflects this bit-
exact, fixed-point descriptive approach. The mathematical descriptions of the encoder (clause 5), and decoder (clause
6), can be implemented in different ways, possibly leading to a codec implementation not complying with this
Specification. Therefore, the algorithm description of the ANSI C code of [3] shall take precedence over the
mathematical descriptions of clauses 5 and 6 whenever discrepancies are found. A non-exhaustive set of test signals that
can be used with the ANSI C code are available described in [4].
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441 Encoder overview

Figure 1 represents a high-level overview of the encoder. The signal resampling block corrects mismatches between the
sampling frequency and the signal bandwidth command line parameter that is specified on the command line or through
afile containing a bandwidth switching profile as explained in TS 26.442 and TS 26.443. For the case that the signal
bandwidth is lower than half the input sampling frequency, the signal is decimated to athe lowest possible sampling
rate out of the set of (8, 16, 32 kHz) that islarger than twice the signal bandwidth.

Common Processing Classifier Information
Input
Signal Signal .| Signal LP-based
Resamplin | Analysis —> e
piing 4 BN Coding
Classifier 1 _
Decision ! v Bitstream | |
v Frequency Multiplex
| L—————————— —> Domain
Command Line Coding
Parameters
Inactive Signal
Coding/CNG

Figure 1. Encoder overview

The signal analysis determines which of three possible encoder strategies to employ: LP based coding (ACELP),
frequency domain encoding and inactive coding (CNG). In some operational modes the signal analysis step includes a
closed loop decision to determine which encoding method will result in the lowest distortion. Further parameters
derived in the signal analysis aid the operation of these coding blocks and some of the analysis parameters, such asthe
coding strategy to be employed, are encoded into the bit-stream. In each of the coding blocks the signal analysisis
further refined to obtain parameters relevant for the particular coding block.

The signal analysis and sub-sequent decision of the coding mode is performed independently for each 20ms frame and
the switching between different modes is possible on a frame-by-frame basis. In the switching instance parameters are
exchanged between the coding modes to ensure that the switching is as seamless as possible and closed-loop methods
are sometimes employed in this case. In addition, switching between different bandwidths and/or bit-rates (including
both the EV S Primary mode and the EVS AMR-WB 10 mode) is possible on frame boundaries.

The signal analysis and all other blocks have full access to the command line parameters such as bit-rate, sampling rate,
signal bandwidth, DTX activation as signalling information.

4411 Linear Prediction Based Operation

Theinput signal is split into high frequency band and low frequency band paths; where the cut-off frequency between
these two bands is determined from the operational mode (bandwidth and bit-rate) of the codec.

The linear-prediction coefficient estimation is performed for every 20ms frame. Within aframe, several interpolation
points are established depending upon the bitrate and the optimum interpolation is transmitted to the decoder. The
linear-prediction residual is further analysed and quantized using different quantization schemes dependent upon the
nature of the residual. For the 5.9kbps VBR operation additional low-rate coding modes at rates conforming to the
design constraints are employed.

The high-frequency portion of the signal is represented with several different parametric representations. The
parameters used for this representation vary as afunction of the bit-rate and the residual quantization strategy. The
transmitted parameters include some or al of spectral envelope, energy information and temporal evolution
information.
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The LP based core can be configured so that both the linear prediction coefficients and the residual quantization are
interoperable with the AMR-WB decoder. For this purpose the configuration of the LP coefficient estimation,
parametric HF representation and the residual quantization is similar to those of AMR-WB. For the AMR-WB
interoperabl e operation modes, identical codebooks to the AMR-WB quantizers are used.

Input High Band
npu Signal :
Signal : High Band
g—’ Bandyv idth Parameterization
Splitter
Low Band
Signal
LP Coefficient BltStl"eam N
Estimation & Multiplex
Interpolation
LP Filter Residual
Analysis Quantization

Figure 2: Linear prediction based operation including parametric HF representation

4.4.1.2 Frequency Domain Operation

For the frequency domain coding the encoding block can be envisaged as being separated into a control layer and a
signal processing layer. The control layer performs signal analysis to derive several control and configuration
parameters for the signal processing layer. The time-to-frequency transformation is based on the Modified Discrete
Cosine Transform (MDCT) and provides adaptive time-frequency resolution. The control layer derives measures of the
time distribution of the signal energy in aframe and controls the transform.

The MDCT coefficients are quantized using avariety of direct and parametric representations depending upon bit rate
signal type and operating mode.

r . 4
Multiplex
MDCT
Transform g
. . Coefficient
Configuration .
Analysis

Figure 3: Frequency domain encoder

44.1.3 Inactive Signal coding

When the codec is operated in DTX on mode the signal classifier depicted in Figure 1 selects the discontinuous
transmission (DTX) mode for frames that are determined to consist of background noise. For these frames a low-rate
parametric representation of the signal is transmitted no more frequently than every 8 frames (160ms).
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The low-rate parametric representation is used in the decoder for comfort noise generation (CNG) and includes
parameters describing the frequency envelope of the background signal, energy parameters describing the overall
energy and its time evolution.

4.4.1.4 Source Controlled VBR Coding

VBR coding describes a method that assigns different number of bitsto a speech frame in the coded domain depending
on the characteristics of the input speech signal [20] [21]. This method is often called source-controlled coding as well.
Typically, a source-controlled coder encodes speech at different bit rates depending on how the current frame is
classified, e.g., voiced, unvoiced, transient, or silence. Note that DTX operation can be combined with VBR codersin
the same way as with Fixed Rate (FR) coders; the VBR operation is related to active speech segments.

The VBR solution provides narrowband and wideband coding using the bit rates 2.8, 7.2 and 8.0 kbps and produces an
average bit rate at 5.9 kbps.

Due to the finer bit allocation, in comparison to Fixed Rate (FR) coding, VBR offers the advantage of a better speech
quality at the same average active bit rate than FR coding at the given bit rate. The benefits of VBR can be exploited if
the transmission network supports the transmission of speech frames (packets) of variable size, such asin LTE and
UMTS networks.

4.4.2 Decoder overview

The decoder receives al quantized parameters and generates a synthesized signal. Thus, for the mgjority of encoder
operationsit represents the inverse of the quantized value to index operations.

For the AMR-WB interoperable operation the index lookup is performed using the AMR-WB codebooks and the
decoder is configured to generate an improved synthesized signal from the AMR-WB bitstream.

4421 Parametric Signal Representation Decoding (Bandwidth Extension)

In addition to the generation of signal components specifically represented by the transmitted indices, the decoder
performs estimates of signal regions where the transmitted signal representation isincomplete, i.e. for the parametric
signal representations and noise fill aswell as blind bandwidth extension in some cases.

4422 Frame loss concealment

The EV S codec includes frame loss conceal ment al gorithms [21]. For all coding modes an extrapolation algorithmisin
place that estimates the signal in alost frame. For the LP based core this estimation operates on the last received
residual and LP coefficients. For the frequency domain core in some cases the last received MDCT coefficients are
extrapolated and in addition the resulting time domain signal is guaranteed to give a smooth time evolution from the | ast
received frame into the missing frames.

Once the frame lossis recovered, i.e., the first good frame is received the codec memory is updated and frame boundary
mismatches towards the last lost frame are minimized.

For situations of sustained frame loss the signal is either faded to background noise or its energy is reduced and finally
muted when no reasonable extrapolation can be assumed.

The EV'S codec also includes the “channel aware” mode, which may be employed for improved performance under
packet loss conditionsin a Vol P system. In the channel aware mode, partial copies (secondary frames) of the current
speech frame are piggybacked on future speech frames (primary frames), without any increase in the total bit rate for
the primary and secondary frames. If the current frame islost, then its partial copy can be retrieved by polling the de-
jitter buffer to enable faster and improved recovery from the packet loss.

4.4.3 DTX/CNG operation

The codec is equipped with a signal activity detection (SAD) algorithm for classifying each input frame as active or
inactive. It supports a discontinuous transmission (DT X) operation in which the comfort noise generation (CNG)
module is used to approximate and update the statistics of the background noise at a variable bit rate. Thus, the
transmission rate during inactive signal periodsis variable and depends on the estimated level of the background noise.
However, the CNG update rate can also be fixed by means of a command line parameter.
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4.4.3.1 Inactive Signal coding

When the codec is operated in DTX on mode the signal classifier depicted in Figure 1 selects the discontinuous
transmission (DTX) mode for frames that are determined to consist of background noise. For these frames alow-rate
parametric representation of the signal is transmitted no more frequently than every 8 frames (160ms).

The low-rate parametric representation is used in the decoder for comfort noise generation (CNG) and includes
parameters describing the frequency envelope of the background signal, energy parameters describing the overall
energy and itstime evolution.

4.4.4  AMR-WB-interoperable option

As mentioned previously, EV S can operate in a mode which is fully interoperable with the AMR-WB codec bitstream.

445 Channel-Aware Mode

EV S offers partial redundancy [21] based error robust channel aware mode at 13.2 kbps for both wideband and super-
wideband audio bandwidths.

In aVolP system, packets arrive at the decoder with random jittersin their arrival time. Packets may also arrive out of
order at the decoder. Since the decoder expects to be fed a speech packet every 20 msto output speech samplesin
periodic blocks, a de-jitter buffer isrequired to absorb the jitter in the packet arrival time. The channel aware mode
combines the presence of a de-jitter buffer with partial redundancy coding of a current frame which gets piggy backed
onto a future frame. At the receiver, the de-jitter buffer is polled to check if a partial redundant copy of the current lost
frameisavailablein any of the future frames. If present, the partial redundant information is used to synthesize the lost
frame which offers significant quality improvements under low to high FER conditions. Source control is used to
determine which frames of input can best be coded at a reduced frame rate (called primary frames) to accommodate the
attachment of redundancy without altering the total packet size. In this way, the channel aware mode includes
redundancy in a constant-bit-rate channel (13.2 kbps).

4.5 Organization of the rest of the Technical Standard

In clauses 5 and 6, detailed descriptions of the encoder and the decoder are given. Bit allocation is summarized in clause
7.
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5 Functional description of the encoder

The description of the encoder is asfollows. First, common pre-processing is described, and then the different elements
of the encoder are described one by one. The discontinuous transmission (DT X) operation and the AMR-WB
interoperabl e option are then given in separate subclauses, again referencing the same processing as in the default
option.

5.1 Common processing

51.1 High-pass Filtering

The input audio signal smp(n) sampled at 8, 16, 32 or 48 kHz, n being the sample index, is high-pass filtered to

suppress undesired low frequency components. The transfer function of the HP filter has a cut-off frequency of 20 Hz
(-3 dB) and isgiven by

-1 -2
+bz"+byz
(9 =2tBZ b2 M
l+ayz " +ayz

H 20Hz

The coefficients of the HP filter for a given input sampling frequency are given in the table below.

Table 1: Coefficients of the 20Hz HP filer

8 kHz 16 kHz 32 kHz 48 kHz
o 0.988954248067140 | 0.994461788958195 | 0.997227049904470 | 0.998150511190452
by | -1.977908496134280 | -1.988923577916390 | -1.994454099808940 | -1.996301022380904
b, 0.988954248067140 | 0.994461788958195 | 0.997227049904470 | 0.998150511190452
=l 1.977786483776764 1.988892905899653 1.994446410541927 1.996297601769122
8 | -0.978030508491796 | -0.988954249933127 | -0.994461789075954 | -0.996304442992686

Theinput signal, filtered by the HP filter, is denoted as syp (n) .

5.1.2 Complex low-delay filter bank analysis

5.1.2.1 Sub-band analysis

Theaudio signal s.p(n) is decomposed into complex valued sub-bands by a complex modulated low delay filter bank
(CLDFB). Depending on the input sampling rate sryp , the CLDFB generates a time-frequency matrix of 16 time ots
and L¢ = sryp /800Hz sub-bands where the width of each sub-band is 400 Hz.

The analysis prototype w, isan asymmetric low-pass filter with an adaptive length depending on sryp . The length of
W, isgiven by Lw, =10-L¢ meaning that the filter spans over 10 consecutive blocks for the transformation. The

prototype of the LP filter has been generated for 48 kHz. For other input sampling rates, the prototype is obtained by
means of interpolation so that an equivalent frequency response is achieved. Energy differences in the sub-band domain
caused by different transformation lengths are compensated for by an appropriate normalization factorsin the filter
bank. The following figure shows the plot of the LP filter prototype w. for sryp of 48 kHz.
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Figure 4 : Impulse response of CLDFB prototype filter with 600 taps for 48 kHz sample rate

The filter bank operation is described in a general form by the following formula:

n=2l¢-1

XCR(t,k)=?~ Z WC(10LC—1—i)~sHp(i+t~LC)cosLl(n+no)(k+%ﬂ
¢ n=8lc C .
n=2lc-1 2

Xar (tk) =1 D We(OLe ~1-i)-spp (i +t- LC)sin{%(n+ no)(k%j}
¢ n=—8LC

where Xcg and X arethereal and the imaginary sub-band values, respectively, t is the sub-band time index with

0<t<15,index i isdefined as i =n+8L¢, nyisthe modulation offset of ny :%—7(: andk is the sub-band index

with 0<k<Lc —1.

As the equations show, the filter bank is comparable to a complex MDCT but with alonger overlap towards the past
samples. This allows for an optimized implementation of CLDFB by adopting DCT-IV and DST-1V frameworks.

5.1.2.2 Sub-band energy estimation
The energy in the CLDFB domain is determined for each timeindex t and frequency sub-bandk by
Ec(t.k)=(Xcr(t, k)2 HXq (1,k))? 0<t<15 0<k<Lc ©)

Furthermore, energy per-band Ec (k) is calculated by summing up the energy valuesin all timedots. That is

Ec(k)=ztli0EC(k,t) 0<k<lc (4

Incase L. > 20, additiona high frequency energy value E Exris caculated for the frequency range from 8kHz to
16kHz by summing up Ec (t,k) over one frame which is delayed by one time slot.

min(40,L¢
Eve =y > B (k) 5)

k=20

Enr isfurther scaled to an appropriate energy domain. In case the high bands are not active, Eyg isinitialized to the
maximum value.
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5.1.3 Sample rate conversion to 12.8 kHz

The linear predictive (LP) analysis, the long-term prediction (LTP), the VAD algorithm and signal are performed at the

12.8 kHz sampling rate. The HP-filtered input signal s.p(n) istherefore converted from the input sampling frequency
to 12.8 kHz.

5.1.3.1 Conversion of 16, 32 and 48 kHz signals to 12.8 kHz

For 16, 32 and 48 kHz signals, the sampling conversion is performed by first up-sampling the signal to 192 kHz, then
filtering the output through alow-pass FIR filter Hg 4(2) that has the cut-off frequency at 6.4 kHz. Then, the signal is

down-sampled to 12.8 kHz. The filtering delay is 15 samples at 16 kHz sampling frequency which corresponds to
0.9375 ms.

The up-sampling is performed by inserting 11, 5 or 3 (for 16, 32 or 48 kHz, respectively) zero-valued samples between
each 2 samples for each 20-ms frame of 320 samples (at 16 kHz sampling frequency)

sup(n/ Fyp),  ifn/Fyy=|n/Fy, |

, 0<n<3840 (6)
0, otherwise

Sigo(N) ={

where s9,(N) isthesignal at 192 kHz sampling frequency and Fup isthe up-sampling factor equal to 12 for a 16 kHz

input, 6 for a32 kHz input and 4 for a48 kHz input. Then, the signal s;g,(n) isfiltered through the LP filter Hg 4(2)

and decimated by 15 by keeping one out of 15 samples. Thefilter Hg4(2z) isa361-tap linear phase FIR filter having a

cut-off frequency of 6.4 kHz in the 192 kHz up-sampled domain. The filtering and decimation can be done using the
relation

180

F
Si28(n) = %igl“soslgz(ﬁm Dha(),  Nn=0,.,255 @

where hg 4 isthe impulse response of Hg4(2) . The operationsin equations (6) and (7) can be implemented in one step
by using only a part of the filter coefficients at atime with an initial phase related to the sampling instant n. That is

180/F,,

slz_g(n)zlif_)p D sp(( 150/ Ry |[+i)hea(Fypi -nmodRp),  n=0,...,255 ®)
i=-180/F,,+1

In case the encoder is externally forced to narrow-band processing of the input signal, the cut-off frequency of the LP
filter is changed from 6.4 kHz to 4 kHz.

5.1.3.2 Conversion of 8 kHz signals to 12.8 kHz

For 8 to 12.8 kHz resampling a sharper resampling filter is beneficial. Double length low-pass FIR filter H,4(2) is
used in this case. The doubling of the impulse response length is compensated by alow delay resampling method. The
filter H,4(2) isa241-tap linear phase FIR filter having a cut-off frequency of 3.9 kHz and is applied in the up-sampled

domain which is 64 kHz. Direct FIR filtering with this filter would yield a delay of 120/64 = 1.875 ms. In order to
reduce this delay to 0.9375 ms, future samples are determined at 8 kHz by adaptive linear prediction. The exact number
of future samplesis found based on the difference between the actual delay (1.875 ms) and the desired delay (0.9375

ms) at 8 kHz. Therefore |_(1.875 - 0.9375) * 8J =7 future samples are predicted. These predicted samples are
concatenated at the end of the current frame s, (n) to form a support vector s, (n) . Then, the sample rate
conversion of s, (n) isperformed in asimilar way as for the other sampling rates, i.e. sypc(n) isfirst up-sampled

to 64 kHz, the output is filtered through the low-pass FIR filter H,,(z) and the resulting signal is down-sampled to
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12.8 kHz. Thefina filtering delay is aigned with that of the other resampling configurations, i.e 12 samples at
12.8 kHz sampling frequency which corresponds to 0.9375 ms.
To determine the future samples, linear prediction coefficients of order 16 are computed in the pre-emphasized domain

in the following way. The last Lss =120 samples of the input frame s (n), n=40,...,159 at 8 kHz are windowed by an
asymmetrical analysis window winss 120:

0.54-0.46co0 2% i=0,.111
223

Wings _120(i)= co{m
31

(©)
J i =112119

and afirst order autocorrelation analysisis made on the windowed signal S5, (n) . The pre-emphasis coefficient
M ssisobtained by
Hss = rw(l)/ I’W(O) (10)
where ry(0) and ru(1) are the autocorrelation coefficients

Le-1
W)= ) supw (M supw(n—K), k=01 (12)

n=k

The last 120 samples of the signal s, (), n=40,...,159 are pre-emphasized using the adaptive filter
H pre—emph_ss(2) =1— ,Ussz_l (12)

to obtain the pre-emphasized signal s, Iore(n) of Ls =120 samples. Then s, p pre(n), n=0,..,119 iswindowed by
the asymmetrical analysis window wins 120 and a 16" order autocorrelation analysisis made on the windowed signal

SHP_ prew (n)

Leg-1

()= Y Stp_preaw (MSpp_prew(n=K),  k=0,...16 (13)
n=Kk

These autocorrel ation coefficients are lag-windowed by
 pwi (k)= rpw(k)' Wagsk (k)- k=0,.,16 (14

where Wiagak(K) is defined as

2
1( 2760k
Wagak (K) = GX{—E( 8000 j ], k=0,..16 (15)

Based on the autocorrelation coefficients rpwu(K), the linear prediction coefficients as(k) are computed by the Levinson-
Durbin agorithm. The future samples in the pre-emphasized domain Shp_ pre(n), n=120,...,126 are predicted by zero
input filtering through the 1/As(2) synthesis filter

16

SHP_pre(k):z_SHP_pre(k_ J)ass(l)v k=120,..126 (16)
j=1
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Finally, the concatenated signal s p pre(n) is de-emphasized through the filter 1/(1- ysz_l) . Note that only the last

7 predicted samples need to be de-emphasized. These 7 de-emphasized samples are concatenated to syp (N) (at

positions n = 160,...,166) to form the support vector s;,p~ () .

The up-sampling of s,5 () isthen performed by inserting 7 zero-valued samples between each 2 samples for each
20-ms frame of 160 samples (at 8 kHz sampling frequency) completed by 7 predicted future samples (167 in total)

supc(n/8) if n/g=|n/8]
0 otherwise

Sea(N) = { } n=0,..1335 (17)

where s, (n) isthe signal at 64 kHz sampling frequency. Then, the signal sg,(n) isfiltered through the LP filter

H ¢(2) and decimated by 5 by keeping one out of 5 samples. The filtering and decimation can be done using the
relation

120
8

s26(N) = ¢ D suBn+i-dg 15 ei)gei+120),  Nn=0,.,255 (18)
i=—120

where h, 4 istheimpulse response of H;q(2) and d8_12_64 =60 assuresthat the index of ss4 is never higher than the

highest available index for (which is 1335). Indeed, it corresponds to the delay of thisfiltering at 64 kHz. To reduce
complexity, the operationsin equations (17) and (18) can be implemented in one step by using only a part of the filter
coefficients at atime with aninitial phase related to the sampling instant n. This polyphase implementation of the
resampling filter is applied on the concatenated support vector. That is

15
slz_g(n)=§ ZsHPC(LSn/8J+i —dg 12 g)hgg(8i—nmod8+120),  n=0...255 (19)
i=—14

where dg , =28 isderived from the delay of thisfiltering at 8 kHz. It assures that the index of sipc is never higher
than the highest available index (which is 166).

5.1.3.3 Conversion of input signals to 16, 25.6 and 32 kHz

If ACELP coreisselected for WB, SWB or FB signals at bitrates higher than 13.2 kbps (see subclause 5.1.16), its
internal sampling rate is set to 16 kHz rather than 12.8 kHz. If the input signal is sampled at 8 kHz, thereisno
conversion needed because for NB signals, ACELP core is always operated at 12.8 kHz. If the input signal is sampled at
16 kHz, no conversion is needed either and the input signal is only delayed by 15 samples which corresponds to 0.9375
ms. Thisisto keep all pre-processed signals aligned regardless of the bitrate or bandwidth. Thus, the input signal is
resampled to 16 kHz only if its sampling frequency is 32 or 48 kHz.

The resampling operation is done in the same way as for the case of 12.8 kHz (see subclause 5.1.3.1), i.e. by means of
FIR filtering. The coefficients of the LP filter are different but the filtering delay is still the same, i.e. 0.9375 ms.

The resampled signal is denoted s;6(n) where n=0,..,319.
Theinput signal is converted to 25.6 kHz at 48 kbps and to 32 kHz at 96 or 128kbps but only for SWB and FB signals.

The sampling conversion is again similar asin the case of 12.8 kHz with differencesin LP filter coefficients. The
resampled signals are denoted Sy5g(n) and s3,(N), respectively.

5.1.4 Pre-emphasis

A first-order high-pass filter is used to emphasize higher frequencies of the input signal and it is given by

1
H pre—emph (2) =1- Bpre—empnZ (20)
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where S pre—emph isthe pre-emphasis factor which is set to 0.68. The input signal to the pre-emphasis filter is s, g(n)
and the output signal is denoted spre(n) .

If ACELP coreisselected for WB, SWB or FB signals at bitrates higher than 13.2 kbps (see subclause 5.1.16), its
internal sampling rate is 16kHz rather than 12.8kHz. In this case, the pre-emphasisis re-done at the end of the pre-

processing chain, on s;6(n) With fpre_emph =0.72. The resulting signal is denoted Spre16(n) .

If MDCT-based TCX is selected for SWB or FB high-rate LPC configurations, [yre_emph = 0.9is used as pre-
emphasis factor when pre-emphasisis applied to signalsat a sampling rate higher than 16kHz.

515 Spectral analysis

Spectral analysisis used in the encoder for signal activity detection (SAD) and signal classification functions. The
discrete Fourier transform (DFT) is used to perform the spectral analysis and spectral energy estimation.

5.15.1 Windowing and DFT

The frequency analysis is done twice per frame using 256-point fast Fourier transform (FFT) with a 50% overlap. The
centre of the first window is placed 96 samples past the beginning of the current frame. The centre of the second
window is placed 128 samples farther, i.e., in the middle of the second subframe of the current frame. A square root of a
Hanning window (which is equivalent to a sine window) is used to weight the input signal for the frequency analysis.
The square root Hanning window is given by

Wepr (n)=\/0.5—0.5co{ L27m J =sjn( m J N=0,...,Leey —1 (1)
FFT

Lrrr

where Lgpr = 256 isthe size of FFT analysis. Note that only half of the window is computed and stored since it is
symmetric (from0to Lger/2).

Ist analysis window 2nd analysis window
NS L N N
< » d » d »
T« L) L) Ll
previous frame current frame next frame

Figure 5: Relative positions of the spectral analysis windows

The windowed signal for both spectral analysesis obtained as:

%\?r]\d (n) =Weer (n) Spre(n)v n=0,,Lg -1,

1 (22)
%vnd (n) =werr (n) Spre (N+ Lrrr /2), n=0,.Lepr -1,

where spre(n) is the pre-emphasized input signal ( spre(O) isthe first sample in the current frame). The superscripts [O]

and [1] used to denote the first and the second frequency analysis, respectively, are dropped for simplicity. An FFT is
performed on both windowed signals to obtain two sets of spectral parameters per frame:

Nt —j27rky
X(k)=zswnd(n)e N, k=0,..,Lgpr -1 (23)
n=0
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The output of the FFT provides the real and the imaginary parts of the spectrum denoted as Xg ( k) , k=0,...,128 and

X (k), k=1,..,127 . Note, that Xg(0) corresponds to the spectrum at 0 Hz (DC) and X (128) correspondsto the
spectrum at 6400 Hz. The spectrum at these pointsis only real-valued and usually ignored in the subsequent analysis.

After the FFT analysis, the resulting spectrum is divided into critical bands [17] using the intervals having the following
limits (20 bands in the frequency range 0-6400 Hz):

Table 2: Critical bands

band fi f, Mcg
0 0 100 2
1 100 200 2
2 200 300 2
3 300 400 2
4 400 510 2
5 510 630 2
7 630 770 3
6 770 920 3
8 920 1080 3
9 1080 1270 4
10 1270 1480 4
11 1480 1720 5
12 1720 | 2000 6
13 2000 | 2320 6
14 2320 2700 8
15 2700 | 3150 9
16 3150 | 3700 11
17 3700 4400 14
18 4400 | 5300 18
19 5300 | 6350 21

The 256-point FFT results in a frequency resolution of 50 Hz (i.e., 6400/128 Hz). Thus, after ignoring the DC
component of the spectrum, the number of frequency bins per critical band are given in the last column, denoted Mg .

5.1.5.2 Energy calculations

The spectral analysis module also calculates several energy-related parameters. For example, an average energy per
critical band is computed as

Mg (i)-1

Ecgli)= Z(

(k+ ji )+ X (k+ji)), i=0,..,19 (24)
('—FFT/2 Mcell) =5

where X (k) and X, (k) are, respectively, the real and the imaginary parts of thek -th frequency binand j; isthe
index of the first binin theith critical band given by j; ={1, 3, 5, 7, 9, 11, 13, 16, 19, 22, 26, 30, 35, 41, 47, 55, 64, 75,
89, 107}. Furthermore, energy per frequency bin, Egy (k) , is calculated as

B ()= —— (X3 + XP(K)  k=0,.,127 (25)

LErT

Finaly, the spectral analysis module computes the average total energy for both FFT analysesin a 20 ms frame by
summing the average critical band energies Ecg . That is, the spectrum energy for the first spectral analysis window is

computed as

19
Elhme = > Eca(i) (26)
i=
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. 1]
and, similarly, the second frame energy, denoted as E[fr]ame .

The total frame energy (in dB) is computed as the average of the two frame energies. That is

E, =10l0g (0.5(E[f‘r’],jlrrle +EW )) @27
The total energy per frequency bin (power spectrum) is calculated as
PS(k) =05(EL, () + EX () k=0,..127 28)

The output parameters of the spectral analysis module (both spectral analyses), that is the average energy per critical
band, the energy per frequency bin and the total energy in dB, are used in several subsequent functions.

Note that, for narrow band inputs sampled at 8 kHz, after sampling conversion to 12.8 kHz, there is no content at both
ends of the spectrum. Thus, the lowest critical band as well as the last three critical bands are not considered in the
computation of output parameters (only bands from i =1,...,16 are considered).

In addition to the absolute frame energy E; , calculated in (27), relative energy of the frameis calculated asthe
difference between the total frame energy in dB and the long-term active signal energy Esp . The relative frame energy
isgiven by

Erg =Bt —Eg (29)

The long-term active signal energy is updated only during active frames (explained in subclause 5.1.12.5). Note that the
long-term active signal energy Esp is updated only after the signal activity detection module.

516 Bandwidth detection

A detection algorithm is applied to detect the actual input audio bandwidth for input sampling rates greater than 8 kHz.
This bandwidth information is used to run the codec in its optimal mode, tailored for a particular bandwidth (BW)
rather than for a particular input sampling frequency. For example, if the input sampling frequency is 32 kHz but there
isno "energetically" meaningful spectral content above 8 kHz, the codec is operated in the WB mode. The following
bandwidths/modes are used throughout the EV S codec: NB (0-4kHz), WB (0-8kHz), SWB (0-16kHz) and FB (0-20
kHz).

The detection algorithm is based on computing energies in spectral regions and comparing them to certain thresholds.

The bandwidth detector operates on the CLDFB values (see subclause 5.1.2). In the AMR-WB 10 mode, the bandwidth
detector uses a DCT transform to determine the signal bandwidth.

5.1.6.1 Mean and maximum energy values per band

The CLDFB energy vector EC computed per 400Hz frequency bins (see subclause 5.1.2.2), is further aggregated as
described below. Each value of Eq,4(i) represents a 1600Hz band consisting of four CLDFB energy bins summed up
from Kgart 10 Keop -

EC4(i)=Zkkz°ptEc(k), i=0,.8 (30)

Depending on the input sampling frequency up to nine CLDFB bands are cal culated using the above equation and the
values are given below:
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Table 3: CLDFB bands for energy calculation

. . . bandwidth
i Keart | Kstop | bandwidth in kHz index
0 3 6 1.2-2.8 NB
1 11 14
5 14 17 44-72 WB
3 23 26
4 27 30
5 31 32 9.2-15.6 SWB
6 35 38
7 42 45
8 16 29 16.8 — 20.0 FB
The valuesin CLDFB bands are converted to the log domain and scaled by
: (i) .
Ec4(i) =logyg EC+ , i=0,.,8 (3D
fo -8

where fgy isset according to the input sampling frequency as follows: 88.293854 for 8kHz, 88.300926 for 16kHz,
88.304118 for 32kHz and 88.028412 for 48kHz.

The per-band CLDFB energy is then used to cal culate the mean energy values per bandwidth:
Eng = Eca(0)+16

Bup =2, Ecal)+16

1N8 e (32)
Esng _ZZi=3EC4(')+1'6
18 .
Ers _EZH Eca(i)+16
and the maximum energy values per bandwidth:
ENB,max = ENB +1.6
Ewe,max = m%(EC4(i))+1-6
(33)

Esag max = iigaXG(EC4 (i)+16

Erg,max = E%(E(M(')) +16

In case of the DCT based detector, the DCT values are computed by first applying a Hanning window on the 320

samples of the input audio signal sampled at input sampling rate. Then the windowed signal is transformed to the DCT

domain and finally decomposed into several bands as shown in Table 3a.

Table 3a: DCT bands for energy calculation

i | bandwidth in kHz | Pandwidth
index

0 1.5-3.0 NB

: 45-75 WB

3

4

z 9.0-15.0 SWB

6

7

3 16.5-19.5 B
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Thevaluesin DCT bands are converted to the log domain by

Eca(i) =10g0[Ec4()}  1=0,..8 (339)

and per-band and maximum energies are computed using (32) and (33) while the constant 1.6 in these equationsis
omitted in case of the DCT based detector.

51.7 Bandwidth decision

The following decision logic isidentical for CLDFB and DCT versions of energy calculations, except for some
constants which were adapted to get similar detection results.

The long-term CLDFB energy mean values for NB, WB and SWB are updated as follows:
Eng = 0.75Ekg) +0.25Eyg
Eng = 0.75EL) +0.25E,5 (34)
Eqng = 0.75E58 +0.25Egns
where the superscript [-1] has been used to denote the value of ENB in the previous frame. The update takes place only

if the local SAD decision is active and only if the long-term background noise level, N, is higher than 30 dB.

The values are compared to certain threshol ds also taking the current maximum values into account, which leads to
increasing or decreasing counters for each bandwidth as described below in the flowchart.
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Eswomax > 0.72-Eup
Ewb,rmx > OGEn

Figure 6: Increasing and decreasing of BW counters

The tests in the above diagram are performed sequentially from top to bottom. The BW counters are then used to decide
the actual signal bandwidth, BW, according to the logic described in the following schematic diagram.
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Figure 7. BW selection logic

In the above diagram, the tests are performed in a sequential order, i.e. it could happen that decision about signal
bandwidth is changed severa timesin thislogic. After every selection of a particular bandwidth, certain counters are
reset to their minimal value O or to their maximum value 100.

Finally, the resulting bandwidth can be upper limited in case the codec performance has not been optimized for it at
particular bitrate. For example, at 9.6 kbps, the codec supports coding up to SWB. Therefore, if the detected bandwidth
isFB, it is overwritten to SWB at this bitrate. The following table shows the range of bitrates for which the codec
performance has been optimized for each bandwidth.
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Table 4: Optimization of the codec performance per bandwidth

bandwidth bltrfall(ts;:]nge
NB 7.2-24.4
WB 7.2-128
SWB 9.6 - 128
FB 16.4-128

5.1.8 Time-domain transient detection

The HP-filtered input signal sp (N) including the look-ahead is input to the time-domain transient detector. The HP-
filtered input signal syp (n) isfurther high-pass filtered. The transfer function of the transient detection’s HP filter is
given by

Hrp (2) = 0.375-0.52 "1 +0.1257 2 (35)

The signal, filtered by the transient detection’s HP filter, is denoted as spp (n) . The HP-filtered signal srp (n) is
segmented into 8 consecutive segments of the same length. The energy of the HP-filtered signal syp (n) for each
segment is calculated as:

Lsegment —1

Em()= ) (sTD(iLsegmt+n))2, i=0,..7 (36)
n=0

where Legyment = Linp / 8 isthe number of samplesin 2.5 milliseconds segment at the input sampling frequency. An
accumulated energy is calculated using:

Eace = Max(Eqp (i —1),0.8125E o) (37)

A transient is detected if the energy of asegment Erp (i) exceeds the accumulated energy by a constant factor of

8.5and the attack index isset to i . If no attack is detected but strong energy increase is detected in segment i , the attack
index is set to i and the frame is not marked as atransient frame.

The energy change for each segment is calculated as:

ETD(i) i) > i—

g ()= P 07Y o Ee (39)
" Erp (i-1) : :
“Er (i) Erp (i-1) > Erp (i)

The temporal flathess measure is calculated as:

7
TFM (N past ) = ﬁ Z Echng (i ) (39)
pi

i=—N pagt
The maximum energy change is calculated as:
M EC(N past N naN) = maX(Echng (_ N past )’ Echng (_ N past + 1)1---1 Echng ( Nnew _1)) (40)

If index of Egnng (i) or Erp (i) isnegative then it indicates a value from the previous segment, with segment indexing
relative to the current frame. N a4 is the number of the segments from the past frames. It is equal to O if the temporal

flatness measure is calculated for the usage in ACELP/TCX decision. If the temporal flathess measureis calculated for
the TCX LTP decision theniit is equal to:
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Npas =1+ min[& {8 EiCtCh ; 0.5U (41)
elp

Nnew 1S the number of segments from the current frame. It is equal to 8 for non-transient frames. For transient frames
first the locations of the segments with the maximum and the minimum energy are found:

imax = @gmax Epp (i)
ie—Npast ..... 7

imin = agmin Erp (i) “

If Erp (imin) > 0-375Erp (imax ) then NpeyiSSetto g —3, otherwise N, issetto 8.

5.1.9 Linear prediction analysis

Short-term prediction or linear prediction (LP) analysis using the autocorrel ation approach determines the coefficients
of the synthesisfilter of the CELP model. The autocorrelation of windowed speech is converted to the LP coefficients
using the Levinson-Durbin algorithm. Then, the LP coefficients are transformed to the line spectral pairs (LSP) and
consequently to line spectral frequencies (L SF) for quantization and interpolation purposes. The interpolated quantized
and unguantized coefficients are converted back to the LP domain to construct the synthesis and weighting filters for
each subframe.

5.19.1 LP analysis window

In case of encoding of an active signal frame, two sets of LP coefficients are estimated in each frame using a25 ms
asymmetric analysis window (320 samples at 12.8 kHz sampling rate), one for the frame-end and one for mid-frame LP
analysis. A look ahead of 8.75ms (112 samples at 12.8 kHz sampling rate) is used for the frame-end autocorrelation
calculation. The frame structure is shown below.

Ist analysis window 2nd analysis window
N L S N
< » d » d »
Y L) L) Ll
previous frame current frame next frame

Figure 8: Relative positions and length of the LP analysis windows
The frame is divided into four sub-frames, each having alength of 5 ms, i.e., 64 samples. The windows for frame-end
analysis and for mid-frame analysis are centred at the 2™ and 4" sub-frame of the current frame, respectively. An
asymmetrical window with the length of 320 samplesis used for windowing. The windowed signal for mid-frameis
calculated as
Swmid (M) = Spre (N—80)w(n),  n=0,..,319 (43)

and the windowed signal for frame-end is calculated as

Swend (N) = Spre (N+48)w(n),  n=0,..,319 (44)

5.1.9.2 Autocorrelation computation

The autocorrelations of the windowed signal are computed by

re(K)="> Syend (N)Swend (N—k),  k=0,....16, (45)
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where L isset to 320. When r,(0)<100, r.(0) is set to 100 as well.

5.1.9.3 Adaptive lag windowing

In addition, bandwidth expansion is applied by lag windowing the autocorrelations using the following window

124 )’
2\ 1,

where f¢ isthe sampling frequency (12800 or 16000) and the bandwidth frequency f is set adaptively based on the

Wiag (i) =exp , i=1..16, (46)

OL pitch lag dgﬂ inthe 12.8 kHz domain and the normalized correlation CL%]rm (i.e., pitch gain). These parameters are

obtained in the OL pitch estimation module from the look-ahead part of the current or the previous frame, depending on
whether the adaptive lag windowing is applied before or after the OL pitch estimation. In some special cases,

min(d®,dl ) and max(Cl%,,,Cl ) are used instead of d}2 and Cl2,, respectively. These situations will be

described later in this specification. Note that the shorter pitch lag and/or the larger pitch gain, the stronger (heavy
smoothing with larger fg) window is used to avoid excessive resonance in the frequency domain. The longer pitch lag

and/or the smaller normalized correlation, the weaker window (light smoothing with smaller fq) is used to get more
faithful representation of the spectral envelope.

Table 5: Selection of band width frequency fq in Hz

df < 80 80<= dl2l < 160 160<=d2
0.6 <Chatm 60 40 20
03<Camezos 40 40 20
Clalm - 03 40 20 20

The modified autocorrelation function, r’(k) is calculated as
r’(k):rc(k)vwag(k), k=0,..,16 (47)

Further, r’(0) is multiplied by the white noise correction factor 1.0001 which is equivalent to adding a noise floor of -
40 dB.

5.1.94 Levinson-Durbin algorithm
The modified autocorrelation function, r’(k) , is used to obtain the LP filter coefficients a,, k =1,,16 by solving the set
of equations:

16

2

k=1

i—k)=-r"(i), i=1..16 (48)

The set of equationsin (48) is solved using the Levinson-Durbin algorithm. This algorithm uses the following
recursion:
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E(O):r’(O)
fori=1...16

K ={r’(i)+zij_=llaij_lr’(i— j)}/E(i -1)

3’ =k (49)
forj=1.i-1 af’=al+Kal?

E(i)=(1-K)E(i-1)

end
Thefinal solutionisgivenasa; = agls), j=1,,16. Theresidua error energies (LP error energies) E(i) areaso used
in the subsequent processing.
5.1.95 Conversion of LP coefficients to LSP parameters

The LPfilter coefficients a; are converted to the L SP representation [16] for quantization and interpolation purposes.
For a 16M-order LP filter, the LSPs are defined as the roots of the sum and difference polynomials

A2)+Zz Az Y

F(2) = =)
g (50
Al2-z °A(z)
F(2) = A

The polynomials Fy(z) and F,(z) are symmetric and asymmetric, respectively. It can be proved that all roots of these
polynomialslie on the unit circle and are interlaced. The polynomials F;(z) and F,(z) have each 8 conjugate roots,
denoted g, = cos(e,) and called the Line Spectral Pairs (LSPs). The corresponding angular frequencies ¢ aretheLine
Spectral Frequencies (LSFs). The L SFs satisfy the ordering property 0< ay <...< o5 < 7 . The coefficients of these
polynomials are found by the following recursive relations:

f,(0) =1
f(0) =1
fori=1,.,8
f(i) =g +ae - f1(i-1)
fa() =8 —ae i+ f2(i-1)
end

(51)

where M = 16 isthe predictor order.

The LSPs are found by evaluating the polynomials F;(z) and F,(z) at 100 points equally spaced between 0 and & and

checking for sign changes. A sign change indicates the existence of aroot and the sign change interval is then divided
four times to track the root precisely. Considering the conjugate symmetry of the polynomials F;(z) and F,(z) and

removing the linear term, it can be shown that the polynomials F;(z) and F,(z) can be written (considering z= ej“’)
as

F{(w) = 2cos8w+ 21 (1) cos7w+...+ 2 f1(7) cosw+ 1(8)

52
F; (@) = 2cos8w+2f, (D) cos7w+...+ 2f,(7) cosw+ f5(8) (52)

Considering the frequency mapping X = cos(w) we can define
T (@) = cos(mw) (53)
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an mth-order Chebyshev polynomial in x [18]. The polynomials F(z) and F;(z) can then be rewritten using this
Chebyshev polynomial expansion as

F(@) = 2Tg(X) + 2f1 () T7 (X) + ...+ 2 f1(7) Ty (X) + 1(8)

54
F (@) = 2Tg(X) + 2 fo (DT (X) +...+ 2Fo (7) Ty (X) + f2(8) ®4)

Neglecting the factor of 2, which does not affect the root searching mechanism, the series to be evaluated can be
generalized to

7
Y(X) = Z fiTok (¥) (55)

k=0
The Chebyshev polynomials satisfy the order recursion
By (X) = 2x4 41 (X) — b2 (X) + fi (56)

with initial conditions bg(x) = bg(X) = 0. This recursion can be used to calculate by(x) and by(X) . Then, Y(x) can be
expressed in terms of by (x) and b, (x)

7
Y00 = > [0~ 2X001 (0 +bi (9T (9 = 2O =2 0 (57)

k=0
The details about Chebyshev polynomial evaluation method can be found in [18].

In the following part of this document, the L SPs found by the described method will be denoted as ¢ , i=1,..,16 with
0o = 1.

5.1.9.6 LSP interpolation

The LP parameters for each subframe are obtained by means of interpolation between the end-frame parameters of the
current frame, the mid-frame parameters of the current frame and the end-frame parameters of the previous frame.
However, the LP parameters are not particularly suitable for interpolation due to stability issues. For this reason, the
interpolation is done on the respective L SP parameters and then converted back to the LP domain.

Let Qeng,i denote the end-frame LSP vector of the current frame, g, ; the mid-frame L SP vector of the current frame,

both calculated by the method described in the previous section. Furthermore, let dgng_1; be the end-frame L SP vector
of the previous frame. The interpolated L SP vectors for all subframes are then given by

qi[O] =0.50end-1,i + 050 mig i

q,[2] Omid,i (58)
g~ =0.50mig i +0.50eng, i

qi[S] = Oend,i

The same formulais used for interpolation of quantized L SPs described later in this document.

5.1.9.7 Conversion of LSP parameters to LP coefficients

Once the interpolated L SP vectors are calculated, they are converted back into LP filter coefficients for each subframe.

Each L SP parameter g; = cose; givesriseto asecond order polynomial factor of the form 1—-2cosg 71+272 These
can be multiplied together to form the polynomials, i.e.
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8
R0 =] [20—ecn)

k=1

8
R0 = [ [0

k=1

(59)

By using the Chebyshev polynomia expansion defined in (55) we can apply the following recursion to find the
coefficients of the polynomials:
f{(0) =1
f{(D) =-299
fori=2,.,8
f() = =20 5 f{(i 1)+ 21,( - 2) (60)
forj=i-1..2 f(j)=f(j)-20y 2 f(i D+ f{(j -2
(D) = () - 20 >
end

The coefficients f,(i) are computed similarly, by replacing d,_» by dy_;, and with initial conditions f;(0) =1and

f5(1) = —2¢ . Once the coefficients f/(z) and f;(z) arefound, they are multiplied by 1+ 7% and 1-z71,
respectively, to form the polynomials F(z) and F,(z) . That is

f1() = () + f{(i - 1), i=8§..,1
fo(i)=fo(i)— fa(i-1), i=8..1 (61)
Finaly, the LP coefficients are found by
g =O.5f1(?)+0.5f2(?), | =1..8 62)
g =05f(i))-0.5f,(), i=8,..16

with ay =1. Thisisdirectly derived from the equation A(z) = (F{(2) + F2(2))/2, and considering the fact that F;(2)
and F,(z) are symmetric and asymmetric polynomials, respectively. The details of this procedure can be found in [18].

5.1.9.8 LP analysis at 16kHz

If ACELP coreis selected for WB, SWB or FB signals at bitrates higher than 13.2 kbps, itsinternal sampling rate is set
to 16 kHz rather than 12.8 kHz. In this case, the LP analysisis done at the end of the pre-processing chain on input
signal resampled to 16 kHz and pre-emphasized (see subclauses 5.1.3.3 and 5.1.4). In this case, the length of the LP
analysis window is 400 samples at 16 kHz, which corresponds again to 25 ms. The windowed signal for mid-frameis
calculated as

Swmid (N) = Spre(n—100w(n)n=0.... 399 (63)
and the windowed signal for frame-end is calculated as
Swmid (N) = Spre(n+60w(n)n=0.... 399 (64)
The autocorrel ation computation, adaptive lag windowing and the conversion of LP coefficientsto LSP parameters are

performed similarly asin subclauses 5.1.9.2 thru 5.1.9.5. However, the LSP interpolation is done on 5 sub-frames
instead of 4 sub-frames. The interpolated L SP vectors are given by
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ql[o] =0.550eng-1,i +0.450 g i
g =0.150gng 1} +0-850 i i
q|[2] =0.750mig i +0-250eng i

q|[3] =0.350mig,i +0.650eng, i

q|[4] = 0end,i

The conversion of LSP parametersto LP coefficientsisthen performed similarly asin subclause 5.1.9.7. At the end of
the LP analysis there are M=16 L SP parametersand a; coefficients but the corresponding L SFs span the range of 0-

8000 Hz rather than 0-6400 Hz.

The LP analysis at 25.6 kHz and 32 kHz is described later in this document.

5.1.10 Open-loop pitch analysis

The Open-Loop (OL) pitch analysis calculates three estimates of the pitch lag for each frame. Thisis donein order to
smooth the pitch evolution contour and to simplify the pitch analysis by confining the closed-loop pitch search to a
small number of lags around the open-loop estimated lags.

The OL pitch estimation is based on a perceptually weighted pre-emphasized input signal. The open-loop pitch analysis
is performed on a signal decimated by two, i.e. sampled at 6.4 kHz. Thisisin order to reduce the computational
complexity of the searching process. The decimated signal is obtained by filtering the signal through a 5th-order FIR
filter with coefficients {0.13, 0.23, 0.28, 0.23, 0.13} and then down-sampling the output by 2.

The OL pitch analysisis performed three times per frame to find three estimates of the pitch lag: two in the current
frame and one in the look-ahead area. The first two calculations are based on 10-ms segments of the current frame. The
final (third) estimation corresponds to the look-ahead, and the length of this segment is 8.75ms.

5.1.10.1 Perceptual weighting

Perceptual weighting is performed by filtering the pre-emphasized input signa spre(n) through a perceptual weighting
filter, derived from the LP filter coefficients. The traditional perceptual weighting filter W(z) = A(z/ 1)/ A(z/ ) has

inherent limitations in modelling the formant structure and the required spectral tilt concurrently. The spectral tiltis
pronounced in speech signals due to the wide dynamic range between low and high frequencies. This problemis
eliminated by introducing the pre-emphasis filter (see subclause 5.1.4) at the input which enhances the high frequency
content. The LP filter coefficients are found by means of LP analysis on the pre-emphasized signal. Subsequently, they
are used to form the perceptual weighting filter. Its transfer function is the same as the LP filter transfer function but
with the denominator having coefficients equal to the de-emphasisfilter (inverse of the pre-emphasisfilter). In thisway,
the weighting in formant regionsis decoupled from the spectral tilt. Finally, the pre-emphasized signal isfiltered
through the perceptual filter to obtain a perceptually weighted signal, which is used further in the OL pitch analysis.

The perceptual weighting filter has the following form

A(z/
W(2) = A2/ 11)H o ampn () = —— 2111 (65)
1_ﬂpre—emphz
where
1
He—emph () =—————— (66)
1- ﬂpre—emphZ

and Spre—emph =0.68 and 3 =0.92. Since A(2) is computed based on the pre-emphasized signal s,¢(n) , thetilt of

thefilter 1/ A(z/7;) isless pronounced compared to the case when A(z) is computed based on the original signal. The

de-emphasisis also performed on the output signal in the decoder. It can be shown that the quantization error spectrum
is shaped by afilter having atransfer function /W(z) H de—emph (2) = 1/ A(z/ 1) . Thus, the spectrum of the quantization

error is shaped by afilter whose transfer functionis 1/ A(z/7;) , with A(z) computed based on the pre-emphasized
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signal. The perceptua weighting is performed on a frame-by-frame basis while the LP filter coefficients are calculated
on a sub-frame basis using the principle of LSP interpolation, described in subclause 5.1.9.6. For asub-framesize L =
64, the weighted speech is given by

16
sp(n) = spre(n)+Za1» 71 Spre(n—1i)+0.68s,(n—1), n=0,...,255 (67)
i=1

where 0.68 is the pre-emphasi s factor. Furthermore, for the open-loop pitch analysis, the computation is extended for a
period of 8.75ms using the look-ahead from the future frame. Thisis done using the filter coefficients of the 4th
subframe in the present frame. Note that this extended weighted signal is used only in the OL pitch analysis of the
present frame.

If ACELP coreisselected for WB, SWB or FB signals at bitrates higher than 13.2 kbps, its internal sampling rateis set
to 16 kHz rather than 12.8 kHz. Nevertheless, the OL pitch analysisis done only at 12.8 kHz and the estimated OL
pitch values are later resampled to 16 kHz. However, perceptually weighted input signal sampled at al6 kHz is still
needed in the search of the adaptive codebook. The perceptua weighting filter at 16 kHz has the following form

Azl y,)
W(z2) = (68)
1- ﬁ pre—emphl6 Zil

where fpre_empnie =0.72 and y, =0.94. Thus, for this case, the pre-emphasisis done as follows

16
Sh16(N) = Sprezs(N) +Zai 72 Spreas (N—1)+ Bpre—emprisSas (N—1), n=0,...,319 (69)
i1

The perceptual weighting at 25.6 kHz and 32 kHz is described later in this document.

5.1.10.2 Correlation function computation

The correlation function for each of the three segments (or half-frames) is obtained using correlation values computed
over afirst pitch delay range from 10 to 115 (which has been decimated by 2) and over a second pitch delay range from
12 to 115 (which has been decimated by 2). Both of the two delay ranges are divided into four sections: [10, 16], [17,
31], [32, 61] and [62, 115] for the first delay range and [12, 21], [22, 40Q], [41, 77] and [77, 115] for the second delay
range, so that the two sets of four sections overlap. The first sectionsin the two sets, [10, 16] and [12, 21] are, however,
used only under special circumstancesto avoid quality degradation for pitch lags below the lowest pitch quantization
limit. Due to this special use of the first sectionsin the sets, omitting the pitch lags 10 and 11 in the second set of
sections presents no quality issues. In addition, the second set omits pitch lags between 17 and 20, when the first
sections are not used. The first section is mainly used in speech segments with stable, short pitch lags and the above
limits have therefore a negligible effect on the overall pitch search and quantization performance.

The autocorrelation function is first computed on a decimated weighted signal s, (n) for each pitch lag value in both
sets by

Laﬁ
C(d)=zshd (N)shg (n-d) (70)

n=0

where the summation limit Ly, depends on the delay section, i.e.:
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sec =40 for d=10,...16 insetl,
sec =40 for d=17,...,31 insetl,
sec =62 for d=32,...,61 insetl
wc =115 for d=62,...115 insetl
sec =40 for d=12,...,21 inset?2
sec =90 for d=22...,40 inset?2,
sec =80 for d=41...,77 inset 2,
s =115 for d=78...115 inset 2

(71)

Thiswill ensure that, for agiven delay value, at least one pitch cycle isincluded in the correlation computation. The
autocorrelation window is aligned with the first sample of each of the two 10-ms segments of the current frame, where
the autocorrelation can thus be calculated directly according to equation (70). To maximize the usage of the look-ahead
segment, the autocorrelation window in the third segment is aligned with the last available sample. In this final segment
the autocorrelation function of equation (70) is computed backwards, i.e., the values of n are negative. Therefore, the
computation as such is the same for all three segments, only the window alignment differs and the indexing of the signal
isreversed in the last segment.

5.1.10.3 Correlation reinforcement with past pitch values

The autocorrelation function is then weighted for both pitch delay ranges to emphasi ze the function for delaysin the
nei ghbourhood of pitch lag parameters determined in the previous frame (extrapolated pitch lags).

The weighting function is given by atriangular window of size 27 and it is centred on the extrapolated pitch lags. The
weighting function is given by

Wi (13+1) = Wy (13—1) =1+ @ (1-1/14), 1=0,...,13 (72)

where ap, isascaling factor based on the voicing measure from the previous frame (the normalized pitch correlation)
and the pitch stability in the previous frame. During voiced segments with smooth pitch evolution, the scaling factor is
updated in each frame by adding avalue of 0.16 F_zxy and it is upper-limited to 0.7. F_zxy isthe average of the normalized
correlation in the two half frames of the previous frame and is given in equation (78). The scaling factor «p, isreset to

zero (no weighting) if ﬁxy islessthan 0.4 or if the pitch lag evolution in the previous frameis unstable or if the relative

frame energy of the previous frame is more than a certain threshold. The pitch instability is determined by testing the
pitch coherence between consecutive half-frames. The pitch values of two consecutive half-frames are considered
coherent if the following condition is satisfied:

(max_value< 1.4 min_value) AND ((max_value— min_value) < 14)

where max_value and min_value denote the maximum and minimum of the two pitch values, respectively. The pitch

evolution in the current frame is considered stable if pitch coherence is satisfied for both, the first half-frame of the
current frame and the second half-frame of the previous frame as well as the first half-frame and the second half-frame
of the current frame.

The extrapolated pitch lag in the first half-frame, d ol , is computed as the pitch lag from the second half-frame of the
previous frame plus a pitch evolution factor fg,o , computed from the previous frame (described in subclause
5.1.10.7). The extrapolated pitch lag in the second half-frame, d [ , is computed as the pitch lag from the second half-
frame of the previous frame plus twice the pitch evolution factor. The extrapolated pitch lag in the look ahead, d 2] ,is
set equal to J[l] .Thatis

dlol—gHdy £,
dlh =gl o5, (73)
gl _g
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where d[_l] isthe pitch lag in the second half-frame of the previous frame. The pitch evolution factor is obtained by
averaging the pitch differences of consecutive half-frames that are determined as coherent (according to the coherence
rule described above).

The autocorrel ation function weighted around an extrapolated pitch lag d is given by

Cy(d+i)=C(d +i)wy, (13+i), i=-13 .13, (74)

5.1.104 Normalized correlation computation

After weighting the correlation function with the triangular window of equation (72) centred at the extrapolated pitch
lag, the maxima of the weighted correlation function in each of the four sections (three sections, if the first section is not
used) are determined. Thisis performed for both pitch delay ranges. Note that the first section is used only during high-
pitched segments. For signals other than narrowband signal's, this means that the open-loop pitch period of the second
half-frame of the previous frame is lower than or equal to 34. For narrowband signals, the open-loop pitch period of the
second half-frame of the previous frame needs to be lower than or equal to 24 and the scaling factor ¢, hasto be

higher than or equal to 0.1. It is further noted that the scaling factor &, issetto O, if the previous frame were an

unvoiced or atransition frame and the signal has a bandwidth higher than narrowband. In the following, the special case
of three sections will not be explicitly dealt with if it arises directly from the text. The pitch delays that yield the
maximum of the weighted correlation function will be denoted as dpgy (k) , where k = 0,1,2,3 denotes each of the four

sections. Then, the original (raw) correlation function at these pitch delays (pitch lags) is normalized as

Cnorm(dmax (k)): . C(L:cmax(k)) ) k=0123 (75)
Zslg(n)zsﬁ(n_dmax (k))
n=0 n=0

The same normalization is applied aso to the weighted correlation function, C,,(d), which yields C,,,(d). It is noted
that sh(n) isaligned at the first sample of the corresponding half-frame for the two half-frames of the current frame and

at the last sample of the look-ahead for the look-ahead segment, where the calculation is performed backwards in order
to exploit the full look-ahead as well as possible.

At this point, four candidate pitch lags, dpgy (k) , k = 0,1,2,3, have been determined for each of the three segments (two

in the current frame and one in the look-ahead) in each of the two pitch delay ranges. In correspondence with these
candidate pitch lags, normalized correlations (both weighted and raw) have been calculated. All remaining processing is
performed using only these selected values, greatly reducing the overall complexity.

5.1.10.5 Correlation reinforcement with pitch lag multiples

In order to avoid selecting pitch multiples within each pitch delay range, the weighted normalized correlation in alower
pitch delay section is further emphasized if one of its multiplesisin the neighbourhood of the pitch lag in a higher
section. That is,

if (kx diax (2)— dmex (3] < k)
if (prev < 0.6V i (2)> 0.4d prey )
Cun (dmax (2)) = mitCun (dmax (2))
it = (Ot )2

if (kx diax (1)~ drmax (2) < k)
if (0 prey < 0.6 A (1) > 0.4dl prey )

Cun (d max (1)) = 0muitCun (d max (1))

At = (amult )2
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where oy =1.17, oy, isavoicing factor (normalized pitch correlation) from the previous frame, and d e, isthe

pitch value from the second half-frame of the previous frame. In addition, when the first section is searched and the
pitch multiple of the shortest-section candidate lag is larger than 20 samples, the following reinforcement is performed:

if (kX dimax (0) — dimax (D < k)
if (0 prev < 0.6V dpny (0)> 0.4d pyey )

Cun (d max (0)) = 0muitCun (d max (O))

Further, aprey, isgiven by the voicing factor of the second half-frame in the previous frame if the normalized

correlation in the second half-frame was stronger than in the first half-frame, or otherwise by the mean value of these
two normalized correlations. In this way, if a pitch period multiple is found in a higher section, the maximum weighted
correlation in the lower section is emphasized by afactor of 1.17. However, if the pitch lag in section 3 is a multiple of
the pitch lag in section 2 and at the same time the pitch lag in section 2 is a multiple of the pitch lag in section 1, the
maximum weighted correlation in section 1 is emphasized twice. This correlation reinforcement is, however, not
applied at each section when the previous frame voicing factor, &y, , islessthan 0.6 and the pitch valueis less than
0.4 times the previous pitch value (i.e., the pitch value does not appear to be a halved value of the previous frame pitch
or larger). In this way, the emphasis of the correlation value is allowed only during clear voicing conditions or when the
value can be considered to belong to the past pitch contour.

The correlation reinforcement with pitch lag multiples is independent in each of the two pitch delay ranges.

It can be seen that the "neighbourhood" is larger when the multiplication factor k is higher. Thisis to take into account
an increasing uncertainty of the pitch period (the pitch length is estimated roughly with integer precision at a 6400 Hz
sampling frequency). For the look-ahead part, the first line of the condition above relating to the highest pitch lagsis
modified as follows:

if (kX e (1) — e (2) < 2(k — 1))

Note that first section is not considered in the correlation reinforcement procedure described here, i.e., the maximum
normalized correlation in the first section is never emphasized.

5.1.10.6 Initial pitch lag determination and reinforcement based on pitch coherence
with other half-frames

Aninitial set of pitch lagsis determined by searching for the maximum weighted normalized correlation in the four
sections in each of the three segments or half-frames. Thisis done independently for both pitch delay ranges. The initia
set of pitch lagsis given by

alkl = argrgwnax(cwn k@) fork=o012, (76)
i=0

where the superscript [k] denotes the first, the second or the third (look-ahead) half-frame.

To find the right pitch value, another level of weighting is performed on the weighted normalized correlation function,
Cun(d), in each section of each half-frame in each pitch delay range. This weighting is based on pitch coherence of the
initial set of pitch lags, dlil. , with pitch lagsdlil (k), k =0,1,2,3,j#1, i.e, those from the other half-frames. The
weighting is further reinforced with pitch lags selected from the complementary pitch delay range, denoted as zi[rj“]t (k) ,
k=0,12,3,] #i. Further, the weighting favours section-wise stahility, where a stronger weighting is applied for
coherent pitch values that are from the same section of the same set as the initial pitch lag, and a slightly weaker
weighting is applied for coherent pitch values that are from a different section and/or a different pitch delay range than

theinitial pitch lag. That is, if theinitial pitch lag in ahalf-framei is coherent with a pitch lag of section k in half-frame
j » then the corresponding weighted normalized correlation of section k in half-frame j is further emphasized by

weighting it by the value 1+ ¢ (1— Spit /14) ,if theinitial pitch lag is also from section k in the same pitch delay range,

or by 1+ o, (1— 5pit /14) , if theinitial pitch lag is not from section k in the same pitch delay range. The variabledpit is
the absol ute difference between the two analysed pitch lags and the two weighting factors are defined as
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= 0-4(Cnorm(di[;1]it )+ O'Sre)'
ot = 0.25(Coormlall], J+ 051, )

where ¢ is upper-bounded by 0.4, o is upper-bounded by 0.25 and C, (d) isthe raw normalized correlation (similar

to the weighted normalized correlation, defined in equation (75)). Finally, r, isanoise correction factor added to the
normalized correlation in order to compensate for its decrease in the presence of the background noise. It is defined as

re = 0.0002.4492e21%%Nt _ 0022 constrained by 0< ry < 0.5 77
where N; isthe total background noise energy, calculated as described in subclause 5.1.11.1.

The procedure described in this subclause helps further to avoid selecting pitch multiples and insure pitch continuity in
adjacent half-frames.

5.1.10.7 Pitch lag determination and parameter update

Finally, the pitch lagsin each half-frame, d!%, d¥ and d!?, are determined. They are selected by searching the
maximum of the weighted normalized correlations, corresponding to each of the four sections across both pitch delay
ranges. In case of VBR operation, the normalized correlations are searched in addition to the weighted normalized
correlations for a secondary evaluation. When the normalized correlation of the candidate lag is very high (lower-
bounded by 0.9) and it is considered a halved value (lower-bounded by a multiplication by 0.4 and upper-bounded by a
multiplication by 0.6) of the corresponding candidate identified by searching the weighted normalized correlation, the
secondary pitch lag candidate is selected instead of the firstly selected one.

Intotal, six or eight values are thus considered in each segment or half-frame depending on whether section O is
searched. After determining the pitch lags, the parameters needed for the next frame pitch search are updated. The

average normalized correlation ﬁxy is updated by:

Rey = 0.5(Cn0rm(d[0] )+ Cnorm(d (4 ))+ 0.5re, constrained by Ry, <1 (78)

Finally, the pitch evolution factor fg, to be used in computing the extrapolated pitch lagsin the next frameis
updated. The pitch evolution factor is given by averaging the pitch differences of the consecutive half-frames that are

determined as coherent. If d[_1] isthe pitch lag in the second half of the previous frame, then pitch evolution is given
by

5pitch =0
cnt=0
fori=0...2

if di'l' AND dl'~¥ are coherent
5pitch = 5pitch + d[i] - d[i_ll
cnt=cnt+1

if cnt>0

fevo =d pitch/Cnt
else

(79)

fevol =0

Since the search is performed on the decimated weighted signal, the determined pitch lags, gl , dM and dl? are
multiplied by 2 to obtain the open-loop pitch lags for the three half-frames. That is

ETSI



3GPP TS 26.445 version 12.10.0 Release 12 49 ETSI TS 126 445 V12.10.0 (2017-07)

7091~ 24101,
Tl = 29l (80)
782 = 2412,

In the following text, the following notation is used for the normalized correlations corresponding to the final pitch lags:

CLi(lrm = CE(lrm (d[i] ) (81)

5.1.10.8 Correction of very short and stable open-loop pitch estimates

Usually, music harmonic signals or singing voice signals have short pitch lags and they are more stationary than normal
speech signals. It is extremely important to have the correct and precise short pitch lags as incorrect pitch lags may have
a serious impact upon the quality.

The very short pitch range is defined from PITy N pousLeextenp =17 to PITyy =34 at the sampling frequency

Fs=12.8 kHz. Asthe pitch candidateis so short, pitch detection of using time domain only or frequency domain only
solution may not be reliable. In order to reliably detect short pitch value, three conditions may need to be checked: (1)
in frequency domain, the energy from0Hzto Fyn = Fs/ PITyyn Hz must be relatively low enough; (2) intime

domain, the maximum short pitch correlation in the pitch range from PITy N pousLeextenp t0 PITyn must be

relatively high enough compared to the maximum pitch correlation in the pitch range from PITy,y to PITyax ;5 (3)

the absolute val ue of the maximum normalized short pitch correlation must be high enough. These three conditions are
more important; other conditions may be added such as Voice Activity Detection and V oiced Classification.

Suppose Voicing ,, notes the average normalized pitch correlation value of the four subframes in the current frame:
Voicing = | CL%]rm + CL%rm +C¥1<2)]rm +CL3<;]rm 174 (82)

CL%]rm , C%rm , CL%]rm , CL?(’)]rm are the four normalized pitch correlations calculated for each subframe; for each
subframe, the best pitch candidate is found in the pitch range from P = PITyyy to P=PITyax . The smoothed pitch
correlation from previous frame to current frameis

Voicingg, =(3-Voicinggy, +Voicing)/4 (83

Before the real short pitch is decided, two pre-decision conditions are checked first : (a) check if the harmonic peak is
sharp enough, which isindicated by the flag pre_decision_ flag = harmonic__sharp _ flag . It is used to decideif the

initial open-loop pitch is correct or not; (b) check if the maximum energy in the frequency region [0, Fuin] islow
enough, which isindicated by theflag pre_decision _flag=LF _lack flag.

(a) Determine base pitch frequency d f¢q according to theinitial open-loop pitch dl

d freq = Round(Lgpr /1Y) (84)

Then, based on the amplitude spectrum of input signal in frequency domain, determine the decision parameters
which are used to confirm whether the pitch related to the base pitch frequency is accurate. The decision
parameters include energy spectrum difference, average energy spectrum and the ratio of energy spectrum
difference and average energy spectrum.

Compute the energy spectrum difference and the average energy spectrum of the frequency bins around base
pitch frequency d freq

Eaift = Z(EBIN(dfreq)_ Eain (k) (85)

k=1
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20 freq -1

k
Eavrg = Eain ()/(Zd freq _1) (86)

k=

22

Compute the weighted and smoothed energy spectrum difference and average energy spectrum

Eaitt _sm = 0.2Egitt +0.8Eqiff _sm, prev 87)

Earg _sm =0.2Eayrg +0.8Eaurg sm,prev (88)
where Egiff gm and Egyg sm are weighted and smoothed energy spectrum difference and average energy
spectrum of the frequency bins around the base pitch frequency.

Compute the ratio of energy spectrum difference and average energy spectrum

Ryt = Edi%awg (89)

Based on the decision parameters cal culated above, confirm whether the initial open-loop pitch is accurate.
The harmonic sharpness flag is determined as follows:

it (Egitt _sm<—10 AND Epyrg m < 38.5 AND Ryt <—-0.8)
pre_decision_ flag = harmonic_sharp_ flag=1

if (Eqitr _sm >10 AND Eqyrg gm > 83 AND Ryt > 0.5)
pre_decision_ flag =harmonic_sharp_ flag=0

(90)

If the above conditions are not satisfied, pre_decision_ flag remains unchanged.

(b) Assume that the maximum energy in the frequency region [0, Fyyn] (HZ) is EnergyO (dB) , the maximum
energy in the frequency region [Fyn,900] (Hz) is Energyl (dB), the relative energy ratio between
EnergyOand Energylisgiven by

Ratio = Energyl— EnergyO (91)
This energy ratio is weighted by multiplying an average normalized pitch correlation value Voicing
Ratio = Ratio-Voicing,, (92

Before using the Ratio parameter to detect the lack of low frequency energy, it is smoothed in order to reduce
the uncertainty,

EnergyRatio r ¢ = (15- EnergyRatio, ¢ ¢, + Ratio) /16 (93)

wherethe EnergyRatio| gy, isthe low frequency smoothed energy ratio. If LF _lack _ flag =1 then alack of

low frequency energy has been detected (otherwise not detected ). LF _lack _ flag is determined by the
following procedure,

if (EnergyRatio p ¢35 or Ratio>50)
pre_decision_ flag = LF_lack flag=1;

: : (94)
if (EnergyRatio gy <16)

pre_decision_ flag = LF_lack flag=0;

If the above conditions are not satisfied, pre_decision_ flag remains unchanged.
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Aninitial very short pitch candidate T, isfound by searching a maximum normalized pitch correlation from

P=PITuin_pousLeextend 10 PITuin,
R(Tp) = max{ R(P), P = PIT\min _pouBLEEXTEND - P TmiN} (95)
If Voicing0 notesthe current short pitch correlation,
Voicing0 = R(Tp) (96)
The smoothed short pitch correlation from previous frame to current frameis
VoicingOgy, = (3- VoicingOgy, +Voicing0) / 4 (97)
By using all the available parameters, the final very short pitch lag is decided with the following procedure,

if ((pre_decision_ flag=1) AND (VAD =1) AND (VoicingOg,, > 0.65) AND (VoicingOg,, > 0.7 -Voicinggy))
Open_ Loop _ Pitch= TC[JO] = Tc[)lﬂ =Tp
fspitch = Stab _short _ pitch_ flag = flag _ spitch=1
Coder _type=VOICED

(98)

wherein fg;iicn = Stab_short _ pitch_ flag = flag _spitch =1 isaflag which forces the codec to select the time

domain CELP coding algorithm for short pitch signal even if the frequency domain coding algorithm and AUDIO class
ispreviously selected; Coder type=VOICED isaflag which forces the coder to select VOICED class for short pitch

signal.

5.1.10.9 Fractional open-loop pitch estimate for each subframe

The OL pitchis further refined by maximizing the normalized correlation function with a fractional resolution around

the pitch lag values d% and gl (inthe 12.8-kHz sampling domain). The fractional open-loop pitch lag is computed
four times per frame, i.e., for each subframe of 64 samples. Thisis similar as the closed-loop pitch search, described in
later in this specification. The maximum normalized correlation corresponding to the best fractional open-loop pitch lag
isthen used in the classification of V C frames (see subclause 5.1.13.2). The fractional open-loop pitch searchis
performed by first maximizing an autocorrelation function C of the perceptually weighted speech s, for integer lagsin
theinterval [ d[i] —7...d[i] +6], where dl'l = g9 for the search in the first and the second subframes, and

dl'l = d¥ for the third and fourth subframes. The autocorrelation function is similar to equation (70) except that
perceptually weighted speech at 12.8 kHz sampling rate is used, i.e,

63
Craw(d): Zsh(n)sh(n_d) (99)
n=0

In the above equation, s;,(0) corresponds to the first sample in each subframe.

Let d;; betheinteger lag maximizing C,,,(d). Thefractional open-loop pitch search isthen performed by
interpolating the correlation function C,,, and searching for its maximum in theinterval [d;; —3/4...djn; +3/4]. The

interpolation is performed with a 1/4 sample resolution using an FIR filter —a Hamming windowed sinc function
truncated at £17. Thefilter hasits cut-off frequency (-3 dB) at 5062 Hz and —6 dB at 5760 Hz in the 12.8 kHz domain.
This means the interpolation filter exhibits alow-pass frequency response. Note that the negative fractions are not

searched if d;; coincides with the lower end of the searched interval, i.e., if dj; = d[i] -7.

Once the best fractional pitch lag, d ¢, , isfound, the maximum normalized correlation is computed similarly to equation
(75), i.e,
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Craw(d fr )
63 63
[S-503 0-a1)
n=0 n=0

The same normalization is applied also to the weighted correlation function, C,, (d) , which yields C,, (d) .

Cfr (d fr) = (100)

At this point, four candidate pitch lags, dp,a (K) , k=0,1,2,3, have been determined for each of the three half-frames

(two in the current frame and one in the look ahead) in each of the two pitch delay ranges. In correspondence with these
candidate pitch lags, normalized correlations (both weighted and raw) have been calculated. All remaining processing is
performed using only these selected values, greatly reducing the overall complexity.

Note that the last section (long pitch periods) in both pitch delay rangesis not searched for the look ahead part. Instead,
the normalized correlation values and the corresponding pitch lags are obtained from the last section search of the
second half-frame. The reason is that the summation limit in the last section is much larger than the available look
ahead and a so the computational complexity is reduced.

The fractional OL pitch estimation as described above is performed only for bitrates lower or equal to 24.4 kbps. For
higher bitrates, the VC mode is not supported and conseguently, there is no reason to estimate pitch with fractional

resolution. Therefore, at higher bitrates, d ¢ = dll where for the first and for the second subframe i=0 and for the third
and the fourth subframe i=1.

5.1.11 Background noise energy estimation

The background noise energy is estimated (updated) in two stages. In the first stage, noise energy is updated only for
critical bands where the current frame signal energy is less than the previously estimated background noise energy. This
stage is called the downward noise energy update. In the second stage, noise energy is updated if the signal
characteristics are statistically close to the model of background noise. Therefore, in the second stage, noise energy can
be updated regardless of the current frame signal energy.

5.1.11.1 First stage of noise energy update

The total noise energy per frame is computed as follows:
19
N, =10log Z NED () (101)
i=0
where N[C‘Bl] (i) isthe estimated noise energy in theith critical band of the previous frame.

The noise energy per critical band Ncg (i) isinitialized to 0.0035 dB. The updated noise energy in theith critical band,
denoted Ny (i) , is computed as follows:

Nemp () = 0.0NE ) + 0.100.25eE8 1) + 0.75(E 1) + 0. 5L 1) ) (102)

where E([:_E;L] (i) corresponds to the energy per critical band calculated in the second spectral analysisin the previous

frame, and N[C_Bl] (i) isthe estimated noise energy per critical band also in the previous frame. Noise energy is then
updated only in critical bands that have lower energy than the background noise energy. That is

NBLi) = N (@), 1=0,..19 AND Ny (i) < N5 (i) (103)

The superscript [0] in the above equation is used to stress that it corresponds to the current frame.

Another feature used in noise estimation and SAD is an estimate of the frame to frame energy variation. The absolute
energy difference between the current and the last frame is calculated,.
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Etv :‘Et[_ll - Et‘ : (104)

where the superscript [-1] has been used to denote the previous frame. The frame energy variation is then used to update
the feature

Eunz = max(0.1, 0.98EL-Y +0.02min(3.0, Ey )| (105)

Other energy featuresthat are updated before the SAD and the second stage of the noise estimation are first initialized
during the very two frames after encoder initiaization. The initialization is done as follows

En =E

Ey =E

Ey =E

E-00

EF_00

dyn
After the two frames of initialization the total frame energy is smoothed by means of LP filtering. That is:
E, =0.80E[ Y +0.20E, (107)

Thefeatures Ey and Ey, are envelope tracking features of the frame energy E; and are used to create the long-term
minimum energy E, and an estimate of the energy dynamics Edyn .Thatis

Ey = max(ELY - 0.04,E,), (108)

To calculate Ey the following processing is applied:

Eg =ELY +008
if "4 > 50 then

harm

if iniframe <150 AND (EF3-E)<30  Ey =E, +min(20.EM Y —Ey)) (100

if (EFFY-E;)>30 AND -8 <20 Ey = E, +0.2(EFY - Ey)

harm
dse if (EFY - E,)>10 Ey = E, +0.08
Ey =min(Ey, E)

where cL;ﬂn is the number of frames since the last harmonic event from the previous frame. See clause 5.1.11.3.2 for

details about its computation. The new value of Ey isthen used to update its long-term value through an AR process.
Thatis
Ey =(1-oy )Et[fl] +oy By (110)

where the parameter ¢y is set as follows

if (c[‘ll >30 AND E["Y - E, >3o) OR (c[‘ll >30 AND iNi game <150) OR (Ey - Ey >30)

harm harm

(112)
oy =0.03 otherwise oy =0.02

The energy dynamics feature Edyn isjust an LP-filtered version of the difference between Ey, and Ey . That is

Egyn =09 +0.1(Ey, — Ey) (112)
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5.1.11.2 Second stage of noise energy update

In the second stage of the noise energy update, the critical bands not updated in the first stage are updated only if the
current frame isinactive. However, the SAD decision obtained in clause 5.1.12, which is based on the SNR per critical
band, is not used for determining whether the current frame is inactive and whether the noise energy is to be updated.
Another decision is performed based on other parameters not directly dependent on the SNR per critical band. The basic
parameters used for the noise update decision are:

— pitch stability

— signa non-stationarity

— normalized correlation (voicing)

— ratio between 2nd-order and 16th-order LP residual error energies

These parameters have generally low sensitivity to the noise level variations. Another set of parametersis calculated to
cover harmonic (tonal) signals and, in particular, music. These parameters prevent the noise energy to be updated, when
strong harmonicity or tonality is detected even when its energy islow. The parameters related to the detection of tonal
signasare

— gpectral diversity

— complementary non-stationarity
— HF energy

— tond stability

The reason for not using the SAD decision for noise update is to make the noise estimation robust to rapidly changing
noise levels. If the SAD decision was used for the noise update, a sudden increase in noise level would cause an
increase of SNR even for inactive speech frames, preventing the noise estimator to update, which in turn would
maintain the SNR high in the following frames. Consequently, the noise update would be blocked and some other logic
would be needed to resume the noise adaptation.

5.1.11.2.1 Basic parameters for noise energy update

The pitch stability counter is computed as

pc=‘d[0] —d[‘llHd[l] —d[o]‘ (113)
where d¥%, di¥ and d-¥ are the OL pitch lags for the first half-frame, second half-frame and the second half-frame of the
pervious frame. The pitch stability istrue if the value of pcislessthan 12. Further, for frames with low voicing, pcis

directly set to 12 to indicate pitch instability. That is

it (Clm+Charm+Cl3m)/3+re <theye thenpe =12, (114)

where C,[f(])rm are the normalized raw correlations as defined in clause 5.1.10.7 and re is a correction added to the

normalized correlation in order to compensate for the decrease of normalized correlation in the presence of background
noise, defined in clause 5.1.10.6. The voicing threshold they. = 0.52 for WB inputs, and thepe = 0.65 for NB inputs.

Signal non-stationarity is analysed based on the product of ratios between the current frame energy per critical band and
its long-term average per critical band. The average long-term energy per critical band is calculated as

Eep (i) = 2eE L) + (1- 2r6) (0569 (i) + 0.5EL. i), for i = b to by, (115)

where bmin= 0 and bma = 19 in case of WB signals, and bmin= 1 and bmax = 16 in case of NB signals. The update factor
o, isalinear function of the relative frame energy, defined in clause 5.1.5.2 and it is given as follows

0 = 0.064E,4 +0.75, constrained by «, < 0.999 (116)
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where all negative values of E,q arereplaced by 0. The frame non-stationarity is then given by the product of the
ratios between the frame energy and its long-term average calculated in the previous frame. That is

S max(0.5609 (i) + 0.5 i), ELN () +1

nonstat = o] i =0 (117)
S min(05ESS (1) +0.5ESL (1), S5 () +1
The voicing factor for noise update is given by
voicing = (CL%]rm + Cﬁ,ﬂrm) 12+r1g (118)
The ratio between the LP residual energy after 2nd-order and 16th-order analysisis given by
reﬁid_ratio:@ (119)
E(16)

where E(2) and E(16) are the LP residual energies after 2nd-order and 16th-order analysis, and computed in the
Levinson-Durbin recursion (see clause 5.1.9.4). Thisratio reflects the fact that, to represent a signal spectral envelope, a
higher order of LP is generally needed for speech signal than for noise. In other words, the ratio between E(2) and E(16)
is expected to be lower for noise than for active speech.

5.1.11.2.2 Spectral diversity

The basic parameters for noise estimation have their limitations for certain music signals, such as piano concerts or
instrumental rock and pop. Spectral diversity gives information about significant spectral changes. The changes are
tracked in the frequency domain in critical bands by comparing energiesin the first spectral analysis of the current
frame with the second spectral analysis two frames ago. The energy per critical band corresponding to the first spectral

analysis of the current frame is denoted as E[Coé(i) and isdefined in clause 5.1.5.2. Let the energy per critical band

corresponding to the second spectral analysis two frames ago be denoted as E[C_Ef’] (i) . For all bands higher than 9, the
maximum and the minimum of the two energiesis found as

Emmax (i) = max{E[Cog(i) ,EEZ ) }

0 3 , fori=10,..,bma, (120)
Epin (i) = min{E{:é(i) LEEZ () }

where bmax = 19 in case of WB signals, and bma = 16 in case of NB signals. The energy ratio is the calculated as

Erat (|) = Emaxg)) y fOI’ | = 10,..,bmax. (121)

The spectral diversity isthen calculated as the normalized weighted sum of the ratiosin al critical bands with the
weight itself being the maximum energy Ep (i) . That is

Dy
> B (i)Era (1)

Paiy = =22 (122)

.
D Emali)

i=10

The spectral diversity isused as an auxiliary parameter for the complementary non-stationarity described below.

5.1.11.2.3 Complementary non-stationarity

The complementary non-stationarity is motivated by the fact that the non-stationarity described in clause 5.1.11.2.1 and
calculated in equation (117) islow when a sharp energy attack in a harmonic signal is followed by a slow energy decay.

In this case, the average long-term energy per critical band, ECB (i) , slowly increases after the attack whereas the
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current energy per critical band, 0. 5E[0] (i)+0. 5E[1] (i) , slowly decreases. At certain point (few frames after the attack

frame) they are the same yielding only a small value of the nonstat parameter. This indicates to the noise estimation
logic an absence of active signal which iswrong. It may lead to afalse update of the background noise and
consequently a collapse of the SAD agorithm.

To overcome this problem, there is an alternative calculation of the average long-term energy per critical band. It is
calculated in the same way as in equation (115) but with adifferent factor. That is

Fog () = BoFLl(0) + (- Be)(0.5EX (i) + 0.5EL, (1)) , for i = b t0 b (123)

where Ecs(i) isinitialized to 0.03. The update factor S, = o and reset to O if paiv > 5. The complementary non-
Stationarity parameter isthen calculated in the same way as nonstat but using F¢ Fl- 1](|) instead of E[ 1](|) That is:

ﬁ max(O5E ) i)+ 0.5 i), ELH (i)) +1
=b

min(0. 5E (|)+05EllJ (), F[ 1](l))+1

nonstat2 = (124)

i min

The complementary non-stationarity must be used by the noise estimation logic only in certain signal passages. These
are characterized by the parameter apeq Which can be described as the average non-binary decision combined from

non-stationarity and tonal stability. That is

if nonstat > thsat OR Prona = 1 then @preq = 0.998 g +0.01x1 otherwise apreg = 0.998preq +0.01x0
where &g isintherange [0; 1] and prona is the tonal stability described in clause 5.1.11.2.5 and defined in equation
(136).
5.1.11.2.4 HF energy content

The HF energy content represents another parameter, which is used for the detection of certain noise-like musical
signals such as cymbals or low-frequency drums. This parameter is calculated as

B
D Ecsl)

i 10
Z Eca (i)

but only for frames that have at least a minimal HF energy, i.e. when both the numerator and the denominator of the
above equation are higher than 100. If thisis not fulfilled, pne =0 . Finaly, the long-term valueif this parameter is

calculated as

Phie = , constrained by ppe <10 (125)

Pre = 0.9 +0.1p, (126)
where Pl isinitialized to zero.

5.1.11.2.5 Tonal stability
The tonal stability exploits the harmonic spectral structure of certain musical signals. In the spectrum of such signals
there are tones which are stable over several consecutive frames. To exploit this feature, it is necessary to track the

positions and shapes of strong spectral peaks. The tonal stability is based on a correlation between the spectral peaksin
the current frame and the past frame. The input to the algorithm is an average logarithmic energy spectrum, defined as

Egg(K) = 10|og[o.5(E[B°,]N (k) + EQl, (k))J, k=0,...127, (127)
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where Eg\ (k) isdefined in clause 5.1.5.2 and the superscripts [0] and [1] denote the first and the second spectral
analysis, respectively. In the following text, the term "spectrum” will refer to the average logarithmic energy spectrum,
as defined by the above equation.

The tonal stability is calculated in three stages. In the first stage, indices of local minima of the spectrum are searched in
aloop and stored asimin. This is described by the following eguation

imin = (Egg(i—1)> Egqg(i))A (Eqg(i) < Egg(i +1)), Vi i=1...,126, (128)

Theindex Oisadded to i i, if Eqg(0) < Egg(1) . Consequently, the index 127 is added to iy, , if
Egr(127) < E4g(126) . Let us denote the total number of minimafound as Nmin. The second stage consists of calculating

aspectral floor and its subtraction from the spectrum. The spectral floor is a piece-wise linear function which runs
through the detected local minima. Every piece between two consecutive minima i, (X) and iy, (x+1) canbe
described by alinear function as

f() =k =min(N+a, | =imin(s--simin(x+1), (129)

where k isthe slope of thelineand q = Egg(i,in (X)) . The slopeis calculated by

k= EdB(imin(X+1)) - EdB(imin(X))
imin (X+2) = imin(X)

(130)

Thus, the spectral floor isalogical connection of al pieces. The leading bins of the spectrum up to i, (0) and the
terminating bins of the spectrum from i, (Nyin —1 are set to the spectral values themselves, i.e.

F(j)=Eas()) j=0....imn(0)-1
F(j)=f()) j=imin(o)a---aimin(Nmin_1)_1- (131)
F(j):EdB(j) j:imin(Nmin_l)w'1127

Finally, the spectral floor is subtracted from the spectrum by
Edgres(]) =Ea())-F(i), j=0,...127 (132)

and the result is the residual spectrum. The calculation of the spectral floor and its subtraction isillustrated in the
following figure.
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Figure 9 : Spectral floor in the tonal stability

The third stage of the tonal stability calculation isthe calculation of the correlation map and the long-term correlation
map. Thisis again a piece-wise operation. The correlation map is created on a peak-by-peak basis where each two

consecutive minima delimit one peak. Let us denote the residual spectrum of the previous frame as Egéllres( i) . For

every peak in the current residual spectrum, normalized correlation is calculated with the previous residual spectrum.
The correlation operation takes into account all indices (bins) of that peak delimited by two consecutive minima, i.e.

imin (X+1)_1 2

Egg,res(1) Elpres(])
j=lmin (X)

MCOr (lmln(x)lmln(x+1))= imin(x+1)7l X=0;---1Nmin_2 (133)

imin (X+1)

> B Y. (EEL()f

J=imin (%) J=imin (%)

where the leading bins up to i, (0) and the terminating bins from i, (Nyin —1) are set to zero. The figure below
shows a graphical representation of the correlation map.
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Figure 10 : Correlation map in the tonal stability calculation
The correlation map of the current frame is used to update its long-term value, which can be expressed as

I\Wcor (k)= amapmcor (K)+ Q- gp)Mor (K),  k=0,...,Ngppc —1 (134)

where oy, = 0.9. If any value of M cor (j) exceeds the threshold of 0.95, the flag fsrong iS Set to One, otherwise it is set
to zero. The long-term correlation map isinitialized to zero for al k. Finaly, al binsof M, (k) are summed together
by

127

Mgym = Z IWcor (i) (135)

j=0

In case of NB signals, the correlation map in higher bandsis very low due to missing spectral content. To overcome this
deficiency, mam is multiplied by 1.53.

The decision about tonal stability is taken by subjecting msum to an adaptive threshold thna. This threshold isinitialized
to 56 and it is updated in every frame by

|f rnsjm > 56 then th[onaj = thtona] - 02 OtherW'% thtona] = th[onaj + 02

and is upper limited by 60 and lower limited by 49. Thus, it decreases when the summed correlation map is relatively
high, indicating a good tonal segment, and increases otherwise. When the threshold is lower, more frames will be
classified astonal, especially at the end of active music periods. Therefore, the adaptive threshold may be viewed as a
hangover.

The pronal parameter is set to one whenever mgm is higher than thina or when the flag fsrong iS Set to one. That is:

|f rnsum > th[onaj OR farong = 1 then p[()naj = 1 O'[heI'WISE p[()na] = O (136)
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5.1.11.2.6 High frequency dynamic range

From the residual spectrum Egp (s as described in equation 116, another parameter is computed. This parameter is
called the high frequency dynamic Dy is derived from the high band spectral dynamic of the residual spectrum and is
used to set the high frequency dynamic range flag Fy¢ which is used inside the GSC to decide about the number of

subframe and the bit allocation. The high frequency dynamic is compute as the average of the last 40 bin from the
residual spectrum:

i=L
D (t) = 0.7 Dp (1) + 0.3 {4—10 Z Edgresi )J (137)

And the high frequency dynamic range flag is set depending on the past values and the actual high frequency dynamic
as:

if(th ) < 96dB& Fyy () — )

Fi () = 0

D'nt = D ) (1398)
diseif ((th - DO'h j > 4.5dBj

For () =1

Where t representsthe frame at timet and D'y represents the average high frequency dynamic at when the last time
theflag Fys was set to 0.

5.1.11.2.7 Combined decision for background noise energy update

The noise energy update decision is controlled through the logical combination of the parameters and flags described in
the previous sections. The combined decision is a state variable denoted pnyp Which isinitially set to 6, and which is
decremented by 1 if an inactive frame is detected or incremented by 2 if an active frame is detected. Further, pny is
bounded by 0 and 6. The following diagram shows the conditions under which the state variable pny is incremented by
2 in each frame.
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Figure 11 : Incrementing the state variable for background noise energy update

where, for WB signals, thga = 350000, thenorm = 0.85 and thresig = 1.6, and for NB signals, thga = 500000, theporm = 0.7
and thresa= 10.4. If pny is NOt incremented in any of the conditions from the above diagram, it is automatically
decremented by 1. Therefore, it takes at least 6 frames before pnyp reaches 0 which signal's the subsequent logic that
background noise energy can be updated. The final decision about background noise energy update is described in the
subsequent section.
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5.1.11.3 Energy-based parameters for noise energy update

The parametersin this section are used in addition to the py,, described in the previous section to control wheniit is

possible and safe to alow the noise estimate sub-bands to be increased according to the pre calculated noise estimate
Ny calculated in equation (102).

5.1.11.3.1 Closeness to current background estimate

Similar to nonstat and nonstat2 the parameter nonstatg represents a spectral difference. The differenceisthat it isthe

closeness/variation compared to the current background noise estimate that is measured. The calculation of the feature
aso differsin calculation during initialization, that is ini . <100, or during normal operation. During initialization the

comparison is made using a constant, Ey;y =0.0035 which istheinitialization value for the sub-band energies, as
shown in

16
nonstatg = Z‘Iog(O.SE[COé (i) +0.5EL (i) +1) — log(Eyyy +1) (139)
i=2
Thisis done to reduce the effect of decision errors in the background noise estimation during initialization. After the

initialization period the calculation is made using the current background noise estimate of the respective sub-band,
according to:

16
nonstatg = Zhog(o.sEg’g (i) +05EML (i) +1) — log(NE 1) +1) (140)
i=2

It is worth noting that the calculation of nonstatg is not dependent of the band width asit is made over the same sub-
bands regardless of the input bandwidth.

5.1.11.3.2 Features related to last correlation or harmonic event

Two related features are created which relate to the occurrence of frames where correlation or harmonic events are
detected. Thefirst isacounter, €, that keeps track of how many frames that have passed since the last frame where

correlation or harmonic event has occurred. That isif acorrelation or harmonic event is detected the counter is reset
otherwise it isincremented by one, according to:

if ((CL%],m +Cl. )/2>0.850R pional > o)then Charm = 0618 Charm = Charm +1 (141)

where CHer is the normalized correlation in the first or the second half-frame and pygng iS the result of the tonal
detection in clause 5.1.11.2.5. If the counter Cygry islarger than 1itislimited to 1if E; <15.0 or if ini fame >10

AND (E; - Et ) > 7.0is 1. Depending on the estimated short term variance of the input frame energy the current value
of the counter Ty, can be reduced to one quarter of itsvalue (or 1 if it was less than 4). The reduction is made for

frameswhere C,,, >1 where E, >30.0 and the short therm variance estimate of the frame energy is larger than

8.0. The other feature is the long term measure of the relative occurrence of correlation or tonal frames. It is represented
asascalar value, Cy, , whichisupdated using afirst order AR-process with different time constants depending on if the

current frameis classified as a correlation/tonal frame or not according to:

0.03 if Cpgrm ==0

) (142)
0.01 otherwise

Sor = (1= )Y + (G = 0) Where o = {

where the test, Cnarm == 0, represents a detection of a correlation/tonal event.
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5.1.11.3.3 Energy-based pause detection

To improve the tracking of the background noise the energy pause detector monitors the number of frames since the
frame energy got close to the long-term minimum frame energy estimate E;; . For inactive frames the counter is 0 or

higher, cpg 20, where positive integers represent the number of frames since the start of the current pause. When
active content is detected the counter is set and kept at, ¢y =—1. Initially cpg =0 so the detector isin ainactive state

and checks for an energy increase relative the long term minimum energy tracker E; that could triggers atransition to
and active state:

if Cog = OAND (E; —Ey) >5thencpg =—1 (143)

If the detector isin an active state the detector checksif the frame energy once again has come close to the long term
minimum energy

if Cog ==—1AND (E; -~ Ey) <5thencyg =0 (144)

The final step in the update of this parameter is to increment the counter if the detector isin an inactive state

if cpg 2 0thencpg =cpg +1 (145)

5.1.11.34 Long-term linear prediction efficiency

This section describes how the residual energies from the linear prediction analysis made in clause 5.1.9 can be used to
create along term feature that can be used to better determine when the input signal is active content or background
noise based on the input signal alone.

The analysis provides several new features by analysing the linear prediction gain going from 0'"-order to 2"-order
linear prediction and going from 2™-order to 16™-order prediction. Starting with the 2" order prediction residual energy
that is compared to the O™-order prediction residual energy, which is the energy of the input signal. For a more stable
long term feature the gain is calculated and limited as

dip_o_2 =max(0,min(8,E(0)/ E(2))) (146)

where E(0) isthe energy of theinput signal and E(2) isthe residual energy after the second-order linear prediction

(seeclause 5.1.9.4). The limited prediction gain is then filtered in two steps to create long term estimate of this gain.
Thefirst is made using

Gip 0 2=085G/3 o ,+0150p o 5 (147)
and typically thiswill become either O or 8 depending on the type of background noise in the input once thereisa

segment of background only input. A second feature is then created using the difference between the first long term
feature and the frame by frame limited prediction gain according to:

Jad 0 2=|9Pp 0 2~ 9P 0 2| (148)
Thiswill give an indication of the current frames prediction gain compared to the long term gain. This differenceis

used to create a second long term feature, thisis done using afilter with different filter coefficient depending on if the
long term difference is higher or lower than the currently estimated average difference according to

i g4
Gad 0 2=(1—0€)§£1_l]o 2+ o 2 Wherea= 0L if Gad_0_2<Yad_0_2 (149)
- - - 0.2 otherwise

This second long term feature is then combined with the frame difference to prevent the filtering from masking
occasional high frame differences, the final parameter is the maximum of the frame and the long term version of the
feature

Omex 0 2=MaX(Jad 0 2:Y9ad_0_2)- (150)
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The feature created using the difference between 2™ order prediction and 16" order prediction is analysed dlightly
differently. Thefirst step hereis aso to calculate prediction gain as

gip_2_16 = max(0,min(8 E(2)/ E(16))) (151)

where E(2) representsthe residual energy after a 2™ order linear prediction and E(16) istheresidua energy after a

16" order linear prediction, see clause 5.1.9.4. This limited prediction gain is then used for two long term estimates of
this gain, one where the filter coefficient differsif the long term estimate is to be increased or not as shown in

- =[-1]
gip 2 16=(1—(1)§|[__|:}] 2 16Tp 2 16 Wherea = 020 ifgip_2 16> TP 2 16 (152)
- - - - 0.03 othrewise

The second long term estimate uses a constant filter coefficient, according to
Oip2_2_16=(1- ﬂ)G[L_pl]z_z_le +Pdip_2_16 Where5=0.02. (153)

For most types of background signals both will be closeto 0, but have different responses to content where the 16™
order linear prediction is needed (typically for speech and other active content). Thefirst g p » 16 Will usualy be

higher than the second @, p> > 16 - This difference between the long term featuresis measured according to
Oad 2 16=91P 2 16— 0LP2 2 16 (154)

which is used as an input to the filter which creates the third long term feature according to

i gty
Oad 2 16=(1—06)§Lal]2 16T 0ad 2 16 Wherea= 0.02 if gad_2_16<.gad_2_16 (155)
o - - 0.05 otherwise

Also, thisfilter uses different filter coefficients depending on if the third long term signal is to be increased or not. Also
here the long term signal is combined with the input signal to prevent the filtering from masking occasiona high inputs
for the current frame. The final parameter is then the maximum of the frame and the long term version of the feature

Omax_2 16 =MaX(Jad 2 16:0ad 2 16) - (156)
Note that also some of the other calculated featuresin this sub section are used in the combination logic for the noise

estimation, Jad 2 16+ Imax_2_ 16 Imax 0 2+ Jad_0_2,@d0ip o 2-

5.1.11.3.5 Additional long-term parameters used for noise estimation

Some additional parameters that processed to create long term estimates are three measures the relation of the current
frames energy compared to the energy of the noise estimate. The first calcul ates the difference between the current
frame energy and the level of the current noise estimate thisis then filtered to build along term estimate according to

Ngig = 0 B)NET + g(E, - N;) where #=0.03 (157)

Another feature estimates along term estimate of how often the current frame energy is close to the level of the
background estimate using:

Niack = 0= BNLY, + B((E - Ny) <10)  where =003 (158)

The third estimate is a second order estimate for the number of frames that the current input has been close to the noise
estimate. Thisis simply a counter isreset if the long term estimate Ny, 5c S higher than a threshold and incremented
otherwise, as shown in

0 if Ny =0.05
Chtr = { track (159)

c,[\]t%] +1 otherwise
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Thelast additional features calculates an long term estimate of the difference in the current frame energy to the long
term minimum energy feature, thisis done by low pass filtering the calcul ated energy difference according to

Ey gig =(- ﬂ)‘£;£ +BE ~Ey) where =003 (160)

5.1.11.4 Decision logic for noise energy update

Already in thefirst step of the noise estimation (see clause 5.1.11.1), the current noise estimate has been reduced in sub-
bands where the background noise energy was higher than the sub-band energy for the current frame. The decision logic
described in this subsection shows how it is decided when to update the background noise estimate and how large that
update should be allowed to be by setting the step size, stepgz - The update is adapted based on the earlier described

features or combinations thereof.

Every frame an attempt is made to adjust the background noise estimate upwards, where it isimportant not to do the
update in active content. Several conditions are evaluated in order to decide if an update is possible and how large an
allowed update should be. Asit is always allowed to make downwards updatesiit is equally important that possible
updates are not prevented for extended times as this will affect the efficiency of the SAD. The noise update uses aflag
to keep track of the number of prevented noise updates, Cfirst ypdt » the same flag is also used to indicate that no update

has taken place. The counter Cfirg ypgtr iSinitialized to the value O to indicate that no update has been done so far.
When updates are successful it is set to 1 and for failed updates the counter isincremented by 1.

The major decision step in the noise update logic is whether an update is to be made or not and thisis formed by
evaluation of the following logical expression

fUPDATE = (fbg_MASK AND(fbg_nup OR fbg_dynamic OR fbg_tracking OR fbg_na/v)) OR fbg_ini (161)

where fhy magc ensuresthat it is safe to do an update provided that any of the four pause detectors, fg nyp,
fog _dynamic: fbg_tracking» @d fhg new indicate that an update is allowed. Note that the last term in the condition
fog_in iSNOtisnot combined with fpy \asc asit handles the noise estimation during initialization.

Starting with the mask which ensures that the normal updates only can occur when the current frame energy is closeto
the estimated long-term minimum energy, E;; (see clause 5.1.11.1), is adjusted with alevel dependent scaling of the

estimated frame energy variations, E,,, according to
fog masc = Et < Ey +(@L5+15(E; <50))Eynp (162)

Thefirst pause detector fpg nyp isbased on the metric pyy, control logic described in subclause 5.1.11.2.7, when
Prup iS 0 updates are allowed, that is

if phup ==0then fy nyp =lelsefyg yp =0 (163)

The second pause detector allows for updates for low energy framesif the estimated signal dynamicsishigh and a
sufficient number of frames have passed since the last correlation event, that is

fog _dynamic = Edyn >15AND E; < Ey + 2Ep AND g > 20 (164)

The third pause detector allows updates when there are consecutive frames that are similar in energy to the current low
level framesin arow,

fog_track = Ntrack >09 (165)

Thelast detector isitself a combination of a mask and two pause detectors and mainly uses the additional features
described in subclause 5.1.11.3.4, the detector is evaluated using

fbg_naNz fbg_MlAND(fbg_Al()R fbg_AZ) (166)
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where fog 1 isthe mask for the detector and f,y a1 and frg Ao arethe additional detectors. For this detector the

following seven flags are first evaluated. The first flag signals that the frame energy close to background noise energy
where the threshold is adapted to the estimated frame to frame energy variations, as

ferr_bg = Et < Ey + (@.5+1.5(E; <50))Eyny (167)

The second flag signal's a high linear prediction gain with 2™ order model for a stationary signal, and is defined as
follows:

fens_bg =9Lp_0_2 > 7.95AND nonsta <10° (168)
The third flag signals that there is alow linear prediction gain for 16" order linear prediction
f|p_bg =0Omax_2 16 <0.1 (169)
The fourth flag signal s that the current frame has low spectral fluctuation
frs_bg = nonsta < 10° (170)
The fifth flag signals that the long term correlation islow
fraco_bg = Cev < 0.5 (171)
The sixth flag signals low long term correlation value including the current frame
fhaev_bg = Cev_max <04 (172)
The seventh and last flag signals a non-speech like input signal
fcz_bg = (gad_o_z >0.5ANDgp g 2< 7.95) =0 (273)
Using the above flagsit is possible to express the mask as
fog_M1= fenr _bg OR((fens_pg OR fip_pg) AND frg AND fpg haco AND fop ) (174)

The two additional detectors foy  and fry Ao, arealso those built using sub detectors and additional conditions.
Starting with fpg 4 the sub detectors are:

(E; <55)AND fgp_ g AND
fbg_Al = ((Combahc <0.85AND (gmax_2_16 <0.1AND gmax_0_2 < 01) OR (175)
combgpe < 0.150R comby,g, < 0.30)

where the combination metrics combgy,. and comby,qy, are combinations where the maximum of a number of metrics
are used for the comparison

COMDane = MaX(MaX(&pred sCev): Tad 2 16) (176)
CoOMbyem = Max(MaX(Cey, Imax_ 2 16): Tmax_0_2) (77)

For the fpg a> sub detector
fog_ A2 =(Cev_max <0.4) AND (Bpreq < 0.85) AND (fgp g OR fenr pg) (178)

where the combination Metric Coy max = MaX(CeyCharm == 0) iscaculated as

Cev_max = MaX(Cey Charm ==0) (179)
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Thelastterm fpg jn inthe fyppate handlesthe special conditions of noise update during the initialization, which
occurs during the 150 first frames after the codec start. Also the initialization flag is evaluated as a combination of two
flags according to

fog_ini = fog_ini_ 1 AND fpg ini 2 (180)

where the first flag test for initialization period and a sufficient number of frames without correlation event, according
to

fog_ini 1= frame <150 AND Cpgrm > 5AND (E; — E;) <7 (181)

The second flag eval uates a number of earlier calculated features against initialization specific thresholds according to

(@pred <0.59ANDC,, < 0.23) OR
fog ini 2= 8 < 0.380RT,, <0.150R (182)
nonstaB < 500R fy,; ,,, OR

(E, < 42AND €,y >10ANDC,, < 0.35AND act o < 0.80)

Every frame an attempt is made to adjust the background noise estimate upwards, as it isimportant not to do the update
in active content several conditions are evaluated in order to decide if update is possible and how large an update that
should be allowed. At the same time it isimportant that possible updates are not prevented for extended times. The
noise update uses a flag to keep track of the number of prevented noise updates. The same flag is also used to indicate
that no update has taken place. Theflag Cfirg ypqt isinitialized to the value O to indicate that no update has been done

so far. When updates are successful it is set to 1 and for failed updates the counter isincremented by 1.

If the above condition fyppaTe IS evaluated to O, the noise estimation only checks if the current content might be music
by evaluating the following condition

Cny > 300ANDC,, >0.9AND N, > 0. (183)
If thisis evaluated to 1 the sub-band noise level estimates are reduced. Thisis done to recover from noise updates made

before or during music. The reduction is made per sub-band depending on if the current estimate is high enough,
according to

NBL i) =098NBl () foralli where N[ (i) > 2B - (184)
and Cpyp_oisupdated according to the definition in equation (198) before noise estimation is terminated for this frame.

Thefollowing steps are taken when fppate isevaluated to 1. First the step size, stepg,e, isinitially set to O, before
the process of determining if the noise update should be set to 1.0, 0.1, or 0.01. For the update stepg to be set to 1.0
the following condition

(@pred < 0.85AND fpg nyp) (185)
and any of the following conditions
Et dis <10OR foy o 1) AND Ngg < 40AND (E; — N;) <10 (186)
Ctirst_updt = OAND Charmp >80ANDC coynt > 0.5 (187)
fog_ini AND (fpg nup OR nonstaB < 10 OR Charm > 80) (188)

needs to be evaluated to 1. When this happens Cfg ypqt 1S also set to 1 before the noise estimation for the current
frame is updated using the previously calculated new value, according to

NDL (i) = Ny i) foralli (189)
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where Ny (i) isthe pre-calculated new noise estimate from subclause 5.1.11.1. The noise estimation procedure is done
for the current frame after the €, oin equation (198) is updated.

If the above condition has failed then the stepg,. isset to 0.1 if any of the four following conditions are met

(aCt preg < 0.80) AND (fpg nup OR fpay) AND (Epaco < 0.10) (190)

(aCtpreg < 0.70) AND (frg  nyp OR nonstaB <17) ANDfpg  payj AND (Chago < 0.15) (191)
Charm > 80AND N; >5AND E; < min(1.0,E; +1.5E;,) (192)

Charm > 50 AND Cirgt ypat > 30AND fpg nNup ANDCp oyt >0.5. (193)

If the stepg, has been set to 0.1 it will be reduced to 0.01 if
fog  Nup == OAND Charm < 50 (194)
and if the following condition is met

pred > 0.60R (fug in == OAND nonstaB >8AND (Ey - N;) <10 . (195)

If the stepgze issetto 0.10r 0.01, Cfirst ypdt IS Set to 1 before the noise estimation for the current frame is made
according to

Ng(i) = Ng (i) + updtgen (Ngmp (1) - N@é(i)) forali , (196)
and the noise estimation procedure is done for the current frame after €y, o is updated in equation (198).

If the conditionsto set the stepg, to 0.1 or 0.01 have failed, the step sizeis still 0 and noise update has potentially
failed. After testing if the following condition is true
fhg _ Nup OR Charm >100 (297)

thevariable Cfirg ypgt isincremented to keep track of potentially failed updates and the noise estimation is done after

the following update of Cyp o-

In all cases the noise estimation updates end with an update of €, o Whichisthe long-term estimate of how frequent
noise estimations could be possible according to

Soup_0= =Bkl o+ B(pnyp =0)where =02 (198)

and where py,, iscalculated in clause 5.1.11.2.6.

5.1.12 Signal activity detection

In this module active signal is detected in each frame and the main flags for external use are the three flags fi sap  HEe |

fLSAD and the combined fegap . These flags are set to one for the active signal, which is any useful signal bearing some

meaningful information. Otherwise, they are set to zero indicating an inactive signal, which has no meaningful
information. The inactive signal is mostly a pause or background noise. The three flags represent different trade-offs
between quality and efficiency, and are used respectively by various subsequent processing modules.

The entire signal activity detection (SAD) module described in this section consists of three sub-SAD modules. Two of
the modules, namely the SAD1 and the SAD2, work on the spectral analysis of the 12.8kHz sampled signal, see
subclause 5.1.12.1 and 5.1.12.2 respectively for detailed descriptions. The third module, namely the SAD3, operates on
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the CLDFB that runs on the input sampling frequency, see subclause 5.1.12.6. A preliminary activity decision, fgp, is

first obtained by combining two of the three sub-SAD modules, the SAD1 and SAD2, for input with bandwidth greater
than NB, or directly from SAD1 for NB input. This preliminary decision is then further combined with the decision

output fSADS of the third sub-SAD module, the SAD3, depending upon the codec mode of operation and the input
signal characteristic. The resulting decision isthen feed to aDTX hangover module to produce the final output fgap -

Internally theflag fsap prx isused to always produce aflag with DTX hangover whether DTX ison or off. When
thisno longer isneeded and DTX ison fgap prx replacesthe combined fgap to reduce the number of variables

used externally.
5.1.12.1 SAD1 module
The SAD1 moduleis a sub-band SNR based SAD with hangover that utilizes significance thresholds to reduce the

amount off false detections for energy variations in the background noise. During SAD initiaization period the
following variables are set as follows

nbact_ frame = 3

IPspeach = 45.0

fSAD_reg_h =0

fSAD_reg_I =0 (199)
fSAD_cnt =0

fLSAD_reg =0

fLsap_cnt =0

The output of the SAD1 module istwo binary flags (signal activity decisions) figap ne and figap . The difference
between them is due to the setting of parameters for the significance thresholds. The first binary decision figap He iS

used by the speech/music classification algorithm described in clause 5.1.13.5. The second binary decision f  gpp is

developed further and leads to the final SAD1 decision, fgap . Notethat all decisions can be modified by the
subsequent modules.

The spectral analysis described in clause 5.1.5 is performed twice per frame. Let E[COB (i)and Eél]B (i) denote the energy

per critical band for the first and second spectral analysis, respectively (as computed in clause 5.1.5.2). The average
energy per critical band for the whole frame and part of the previous frame is computed as

Ecai)=02E586)+04E0 () + 04 (), i =bin.... b (200)

where E[C_Bll (i) denotes the energy per critical band from the second analysis of the previous frame, by, and byax
hereafter denote respectively the minimum and the maximum critical band involved in the computation, whereby,, = 1,
Brax = 16 for NB input signalsand by, = 0, byg = 19 for WB signals (see Table 2 in subclause 5.1.5.1). The signal-
to-noiseratio (SNR) per critical band is then computed as

sv\nRCB(i)zsz—BB(('i;, i =DBins- -, Bmax » COnstrained by SNRg >1 (201)

where Ng(i) is estimated noise energy per critical band, as explained in clause 5.1.11.1. The average SNR per frame,
in dB, isthen computed using significance thresholds with two different settings
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b S N
2 [ SNReg(i)  if SNReg(i)>signg,e e
SNRav_re =10l0g Z {minsm_HE othrewise

i=Bpin

o= {SNRCBG) if SNRog (i) signyy

(202)

NR,, =10lo
i 9 Z Ming othrewise

i=bpin

where signgye e, MiNgy e, and ming, are control parameters that differ between codec modes and sampling
rates.

Table 6: Control parameters for the significance thresholds for different bandwidths

Bandwidth | SOMthy HE | MNgyy HE | SNy, | Mingy

NB 2.65 0.05 1.75 0.25
WB 2.5 0.2 1.3 0.8
SWB 2.5 0.2 1.75 0.25

The signal activity is detected by comparing the two average SNR'’s per frame to a certain threshold the first is then
used without hangover and the second has a hangover period added to prevent frequent switching at the end of an active
speech period. The threshold is afunction of the long-term SNR and the estimated frame to frame energy variations,
mainly the variation in noise but without the need to identify noise frames. The initial estimate of the long-term SNR is
given by

SRy = EGH- NI (203)

where Esp isthe long-term active signal energy, calculated in equation (234) and Nt isthe long-term noise energy,

calculated in equation (233). If this estimate is |lower than the signal dynamics estimate Edyn calculated in equation
(112). Then the estimate is adjusted according to

S\IRLT = S\IRLT +1
if SNR_ > Egyn (204)
SNR; 1 = Egyn
The energy variation isthe E,hz calculated in equation (105) in clause 5.1.11.1.

The threshold calculation is calculated in three steps, oneinitial value and two sequential modifications. The initial
valueis calculated as

theap = N + N SNRLT + 1%y (Eynp =Ny _ofs) (205)

Where the function parameters, ny, n¢,ny,andn, s are set according to the current input bandwidth summarized in
the following table

Table 7: Functional parameters for the initial thgap calculation for different bandwidths

Bandwidth Ng | Ng n, | Ny ofs

NB 0.1 | 16.0 | 4.00 1.15
WBand SWB | 0.1 | 16.1 | 2.05 1.65

If the estimated SNR conditions are good, i.e. if SNR_ 1t > 20, the threshold is updated and upper limited for certain
low-level NB signals. That is
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thSAD = thSAD + OS(S\'RLT - 20)

206
if (BW=NB AND SNR 1 >40 AND thgap > 24.1 AND E < 45) then theap = 24.1 (206)

5.1.12.1.1 SNR ouitlier filtering

The average SNR per frame, SNR,, , that is estimated as shown in equation (202) is updated such that any sudden

instantaneous SNR variations in certain sub-bands do not cause spurious deviationsin the average SNR from the long
term behaviour. A set of bands and SNRs per band are determined and accumulated based on noise characteristics as
shown in equations (209), (210). The critical band that contains the maximum average SNR isidentified initially as the
outlier band whose index is represented as, iq, outlier » @nd the outlier band SNR is given by,

isnr_outlier :I|max(SNRCB(J))’J :bminv-nvbmax (207)

NRoutlier = S\“:eCB(isnr_outIier) (208)

The background noise energy is accumulated in bands by, through by,i.2 andin bands by,,,.3 through by o -

bm‘n+2
Neg | = Z Neg(i) (209)
i=bmin
b
Neg_w = ZNCB(i) (210)
i=bmin+3

The average SNR, SNR,, , is modified for WB and SWB signals through outlier filtering as follows,

if (SNRoytiier <MAXsNR ouTLIER 3 AND gy outlier >3 AND gy outiier <MAXsNR OULIER IND )

{
if(Ncg L >Ncg_p *OUTLIER THR.1 OR NRyjier <MAXg\R OUTLIER 1)

SNRy, = SNRouTLIER WeHT 1 * (SNRay — SNRyyier )
e|58|f( NCB_L > NCB_H *OUTLlER_THR_Z OR S\IRoutIier < MAXSNR_OUTLlER_Z ) (211)

SNRyy =SNRouTLIER WGHT 2 * (SNRay — SNRyygier )
else

SNRyy =SNRouTLIER WGHT 3 * (SNRay = NRoyier )
}

The outlier filtering parameters used in updating the average SNR are listed in the table below.

Table 8: SNR outlier filtering parameters

Parameter value
MAX_SNR_OUTLIER 1 10
MAX_SNR_OUTLIER 2 25
MAX_SNR_OUTLIER_3 50

SNR OUTLIER WGHT 1 1.0
SNR OUTLIER WGHT 2 1.01
SNR_OUTLIER WGHT 3 | 1.02
OUTLIER THR 1 10
OUTLIER THR 2 6
Maximum outlier band index 17
(MAX_SNR_OUTLIER IND)
TH_CLEAN 35
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Based on the outlier band estimated in equation (207), aweighting is determined as per equation (211) and applied to
SNRs per band (through outlier filtering by subtracting the SNR in the outlier band) or on the average SNR. The
threshold, thgap , is updated based on the outlier filtering and further statistics from background noise level variations,

previous frame coder type, and the weighting of SNR per band. The threshold update is not performed when the long-
term SNR, SNR| 1 is below the clean speech threshold, TH_CLEAN = 35dB.

if (isnr_outlier <=4 AND prev_coder_type >UNVOICED)
thrgap =thrgap —1.0
SNR,, = 10* log10(SNRy, ()
elseif( NRyiier < MAXgNR oUTLIER 2 & & prev_coder_type< UNVOICED) (212)

threap = threap + (1— 0.04 NRyiier )
else
thrgap = thrgap + max(0, (0.6 0.01SNRyier )

where the smoothed average SNR, SNR,, |, is calculated after the SNR outlier filtering is performed in equation
(2112).

aNRlcurent] _ g 5 S\le\erel\t/] +05NR,, (213)

av_It

The updated threshold, thgap , as shown in equation (212) and the updated average SNR, SNR,, , as shown in equation
(211) are used in signal activity detection logic as described in Clause 5.1.12.3.

51.12.2 SAD2 module

The SAD2 moduleis also a sub-band SNR based SAD and makes an activity decision for each frame by measuring the
frame's modified segmental SNR. The output of SAD2 moduleisabinary flag fgap, whichis set to 1 for active frame

and set to O for inactive frame. For each frame, the SNR per critical band is first computed. The average energy per
critical band for the whole frame and part of the previous frame is computed as

=) 0250)+04E 1)+ 04 (), i=binbma i ELE)>ELLG)
csll)=

|o2eEY0)+ 030 )+ 05ERL (), i=byy,....b it EL 1)< el (i) 1
ZEcp OEeg 2Ecglh = Fmin;-- -1 Pmax cB\'/= =Cl

where E[C_é] (i ) denotes the energy per critical band from the second spectral analysis of the previous frame,

E([?] (i)and E[CI]B (i) denote respectively the energy per critical band for the first and second spectral analysis of the

current frame, by, =0, by = 19. More weighting is given to the energy of the second spectral analysis for the current

frame if the energy of the second spectral analysisis higher than the first spectral analysis. Thisis designed to improve
the detection of signal onsets. The SNR per critical band is then computed as

SNRCB(i)=§(;—BB((Ii)), i =DBrmin,---»bmax» cONstrained by SNReg >1 (215)

where NCB(i) is the estimated noise energy per critical band, as described in clause 5.1.11. The SNR per critical band
isthen converted to alogarithmic domain as

SNRcg g (i) =10g10(SNReg (i) (216)
The log SNR per critical band isthen modified by
MSNReg (1) = (SNReg g (i) + (i, SNRUT ) PRI =y b (217)

where MSNR-g (i) isthe modified SNR per critical band, (i, SNR, 1) isan offset value which is afunction of the

critical band and the long-term SNR of the input signal as calculated in equation (203), summeation of
SNRcpiog (i) + a(i, SNR1) isconstrained to be not greater than 2, and S(SNR, 1) isan exponential factor used to re-
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shape the mapping function between MSNR-g (i) and SNRg (i) , S(SNR 1) isalso afunction of the long-term SNR
of theinput signal. The offset value (i, SNR| 1) is determined as shown in the following table

Table 9: Determination of a(i,SNR 1)

i<2|2<i<7|7<i<18 | 18<i

R 7 >24 0 0 0 0
18<SNR 1 <24 | 01 | 0.2 0.2 0.2
SNR 1 <18 | 02 | 04 0.3 0.4

and B(SN\R, 1) isdetermined as

6 NR 1 >18
B= LT (218)
9 SNR <18
The modified segmental SNR is then computed as
Brmex
MSSNR= " MSNRes (i) (219)

I=|:]min

and arelaxed modified segmental SNR is aso computed. The procedure of calculating the relaxed modified segmental
SNR is similar to the calculation of the modified segmental SNR with the only difference being that, besides
o(i, SNR 1) , another offset value y(i) isalso added to the log SNR per critical band SNRcg)oq (i) When calculating

the relaxed modified SNR per critical band. The relaxed modified SNR per critical band is therefore computed as
RIXMSNReg (i) = (SNRegiog (1) + i, SNRUT) +70) PRI, i =y B (220)

where (i) isafunction of the critical band and is determined as

04 i<7
i) = 221
70 {O otherwise (221

The relaxed modified segmental SNR is used in the hangover process at alater stage of the algorithm.

A further enhancement (increase in value) is made to the modified segmental SNR if an unvoiced signal is detected.
Unvoiced signal is detected if both of the two critical bands covering the highest frequency range have SNRs greater

than athreshold of 5, i.e. if SNR-g(18) >5 and SNR-g (19) > 5. In this case, the contributions of the overall modified

segmental SNR from the two critical bands is boosted. The boost is performed over the two critical bands where the
number of critical bands is extended from two to eight and the corresponding modified segmental SNR is re-computed
over the extended bands as

20

MSSNR = (MSSNR + 3- MSNRqg (18) +3- MSNRcg (19))-%

(222)

where multiplication by 20/26 effectively performs the mapping of the modified segmental SNR calculated on the
extended scale back onto the same scale asiif it were computed over the original 20 critical bands. The re-computation
of modified segmental SNR is only conducted if the computed value is greater than before. If no unvoiced signal of
abovetype is detected, Nggcg , Which isthe number of critical bands whose SNR is greater than athreshold of 2 is

determined. If Nggcg >13, asecond type unvoiced signal is detected, and if the long-term SNR of the input
signal SNR, 1 isfurther below athreshold of 24, the modified segmental SNR in this case is re-computed as

MSSNR = MSSNR+ A (223)

where A =2.5- SNR_ 1 —15.5 and islimited to be a positive value.
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The primary signal activity decision is made in SAD2 by comparing the modified segmental SNR to a decision
threshold THRgpp . The decision threshold is a piece wise linear function of the long-term SNR of the input signal and

is determined as

MIN[2.4-SNR 1 -42.2,80] SNR 1 >24
THRgap2 = {MIN[24-SNR 1 —40.2,80]  18< SNR 1 <24 (224)
MAX [2.5- SNR, 1 —10,1] SNR 7 <18

If the modified segmental SNR is greater than the decision threshold, the activity flag fgapo isset to 1, and a counter
of consecutive active frames, C, , used by SAD2 isincremented by 1, and if the current frame isineither asoft or a

hard hangover period as described later in this subclause, the corresponding hangover period elapses by 1. Otherwise,
the consecutive active frames counter C, issetto 0 and the setting of fgap, isfurther evaluated by a hangover

process.

The hangover scheme used by SAD2 consists of a soft hangover process followed by a hard hangover process. The soft
hangover is designed to prevent low level voiced signals during a speech offset from being cut. When within the soft
hangover period, the SAD2 is operating in an offset working state where the relaxed modified segmental SNR
calculated earlier is used to compare to the decision threshold THRgap » (compared to the normal working state where

the modified segmental SNR is used). If the relaxed modified segmental SNR is greater than the decision threshold, the
activity flag fgap, isset to 1 and the soft hangover period elapses by 1. Otherwise, if the relaxed modified segmental

SNR is not greater than the decision threshold, the soft hangover period is quit and the setting of fgapo isfinaly
evaluated by a hard hangover process. When within the hard hangover period, the activity flag fgap, isforcedto 1 and

the hard hangover period elapses by 1. The soft hangover period isinitialized if the number of consecutive voiced
frames exceeds 3. The frame is considered a voiced frame if the pitch correlation is not low and the pitch stays

relatively stable, that is, if (CI%,+Cl - +Cll /341, >065 and

(@9 - al9) + @ a9y + (dl@ —al )}/3<14 where C[9,,, I, .. CIZ,, are respectively the normalized pitch
correlation for the second half of the previous frame, the first half of the current frame and the second half of the current
frame as calculated, r, isthe noise correction factor, dngl , dg)ﬂ , dg]L , dgﬂ are respectively the OL pitch lag for the

second half of the previous frame, the first half of the current frame, the second half of the current frame and the look-
ahead as described in subclause 5.1.10. The value to which the soft hangover period isinitialized is a function of the
long-term SNR of the input signal and the noise fluctuation FLU | computed in equation (225), and is determined as

Table 10: Determination of the soft hangover period initialization length

NR T >24 | 18<NR7<24 | NR 1 <18
FLUy <40 1 1 2
FLUy =40 1 3 4

The hard hangover period isinitialized if the consecutive active frames counter C, reaches athreshold of 3. The

value to which the hard hangover period isinitialized is also a function of the long-term SNR of the input signal and the
noise fluctuation, and is determined as

Table 11: Determination of the hard hangover period initialization length

NR T >24 [ 18<NR7<24 | NR 1 <18
FLUy <40 1 1 2
FLUy =40 1 1 3

The noise fluctuation FLU  is estimated over background frames declared as inactive by the final SAD flag of SAD2,
fsap2 , by measuring the moving average of the segmental SNR in the logarithm domain. The noise fluctuation is
computed as
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FLUy =FLURY —(-a)-6
B (225)

5=FLULY - " SNRepoq ()

i:bmin

where FLU Ll’l] denotes the noise fluctuation of the previous frame, « isthe forgetting factor controlling the update
rate of the moving average filter and is set to 0.99 for an increasing update ( when FLUy > FLU k’ll ) and 0.9992 for a

decreasing update ( when FLU y < FLU k_ll ). 0 isconstrained by 6 <10 for decreasing updates and 6 > —10for

increasing updates. To speed up the initialization of noise fluctuation, for the first 50 background frames, « isset to 0.9
for increasing updates and 0.95 for decreasing updates, ¢ isconstrained by 6 <30 for decreasing updates and
0 > -50for increasing updates.

5.1.12.3 Combined decision of SAD1 and SAD2 modules for WB and SWB signals
The decision of the SAD1 module is modified by the decision of the SAD2 module for WB and SWB signals.

For fisap He thedecisionlogicisdirect if the average SNR per frame is larger than the SAD decision threshold and
if thefinal SAD2 flagissetto 1. That is,

if g\lRaV_HE >thS°\D AND fSADZ =1 then fLSAD_HE =1, otherwise fLSAD_HE =0 (226)

Likewise, for f gap the decisionlogicisdirect if the average SNR per frameislarger than the SAD decision threshold
and if the final SAD2 flagissetto 1.That is,

if S\lRav >th%D AND f%Dz =1 then fLSAD =1, fSAD =1 (227)
otherwise, f gap iSset to 0 and the hangover logic decidesif fgap should be set to active or not.

The hangover logic works as a state machine that keeps track of the number of frames since the last active primary
decision and if a sufficient number of consecutive active frames have occurred in arow to alow the final decision to
remain active even if the primary decision has already gone inactive. Thus, if there has not been a sufficient number of
primary decisions in arow there is no hangover addition and the final decision is set to inactive, that is fgap iSsetto 0

if fLeap iSO.

The hangover length dependson SNR, 1, initialy set to O framesand if 15< SNR| 1 < 35 itisset to 4 frames and if
NR, 1 <15itisset to 3 frames. The counting of hangover framesisreset only if at least 3 consecutive active speech
frames ( SNR,, > thgap ) Were present, meaning that no hangover is used if SNR,,, > thgap in only one or two adjacent

frames. Thisisto avoid adding the hangover after short energy bursts in the acoustic signal, increasing the average data
ratein the DTX operation.

5.1.12.4 Final decision of the SAD1 module for NB signals

Similarly to the WB case two primary decisions are generated but in this case there is no dependency on the SAD2
module. If SNRy, pe >thsap theframeis declared as active and the primary SAD flag, fisap e iSSettol.

Otherwise, fLSB\D_HE issetto 0.

To get the final SAD decision fgap thereisadifference in how the primary decision is made and how the hangover is
handled compared to WB. For NB signals the hangover has a window of 8 frames after the last run of three consecutive
active primary decision, that is SNR,, > thgpp . During this hangover period the SAD decision is not automatically set
to active; instead, the threshold theup is decreased by 5.2 if SNR 1 <19, and by 2if 19< SNR 1+ <35. The SAD

decision isthen made by comparing the average SNR to the corrected threshold following condition (206). Again,
counting of hangover framesisreset only if at least 3 consecutive active frames were present.
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5.1.12.5 Post-decision parameter update

After the final decision is formed, some SAD1-related long term-parameters are updated according to the primary and
final decisions.

Primaet quick = 0.90Primyet quick +0.10f sap

i i (228)
Primaet sow = 0.99priMygt gow +0.01f sap
These are then used to form a measure of the long term primary activity of | gap
Primget = 0.90primgee +0.20mMiN(PriMaet quics PriMact siow) (229)
Similar metrics are generated for the figap He
PriMaet quick HE = 0.90primaet quick HE +0.10f sap HE (230)
PriMact sow HE = 0.99primaet gow HE +0.01f sap HE
These are then used to form an measure of the long term primary activity of | gap
Primaet e =0.90primyey e +0.10min(primaet quic_ HE » PriMact_ sow_HE) (231)

To keep track of the history fgap decisionstheregisters foap reg hy fsap reg 1+ fsap_cnt are updated so that

fsap reg_hand fsap reg | Keepstrack of thelatest 50 frames with regard to the fgap decisions by removing the
oldest decision and adding the latest and updating feap ¢yt SO that it reflects the current number of active framesin the
registers.

Similarly to keep track of the history for f; gap decisionstheregisters figap reg and fisap et are updated so that

fLsap reg Keepstrack of the latest 16 frames with regard to the | gap decisions by removing the oldest decision and
adding the latest and updating fi sap cnt SO that it reflects the current number of active framesin the registers.

When the SAD decisions have been made, the speech music classifier decision has been made and the noise estimation
for the current frame has been completed the long term estimates of active speech level, Esp , and long term noise level

estimate N, can be updated. During the four first frames the initialization is made for both variables using mainly the
current input as follows

Ntth

L _ (232)
it LY < N +10then EY = N, +10

Where N, isthetotal sub band noise level after update for the current frame. For the long term noise level estimate the
initialization uses different filter coefficient during the remainder of the 150 frames initialization as follows

0.02 if iNi frame <150

. (233)
0.05 otherwise

For the active speech level the update after the initial four frames only occursif figap He iIS1AND the fhigh jpn
from the speech music classifier is0. Where fy,ign |pn isgenerated as L, > Ls AND Ly, > L, based on the features

Ls,Lm, Ly calculated based on equation (329) in subclause 5.1.13.6.3. If those conditions are met then the speech level
estimate is updated according to

El:1 it (LY
_sz{O.QSEsp +0.02E, if (B5Y-E)<10 (23

EL‘F}] -0.05 otherwise
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5.1.12.6 SAD3 module
The SAD3 module is shown in Figure 12. The processing steps are described as follows:
a) Extract features of the signal according to the sub-band signals from CLDFB.

b) Calculate some SNR parameters according to the extracted features of the signal and make a decision of background
music.

¢) Makeapre-decision of SAD3 according to the features of the signal, the SNR parameters, and the output flag of the
decision of background music and then output a pre-decision flag.

d) The output of SADS3 is generated through the addition of SAD3 hangover.

l Sub-band signals

v

Calculating Sub-band FFT
energy features
y v Y v
Calculating Calculating . Calculating
. . X Calculating
spectral centroid time-domain . spectral flatness
. tonality features
features stability features features
\4 _ V.V
Calculating SNR Decision of
background
parameters :
music
v A\ 4 v \ 4 v
Decision of Pre-decision of
background < » SAD3 Hangover ———»
VAD
update flag

Figure 12: Block diagram of SAD3

5.1.12.6.1 Sub-band FFT

Sub-band FFT is used to obtain spectrum amplitude of signal. Let X[k, 1] denote the output of CLDFB applied to the I™
sample in the k™ sub-band. X[k,I] is converted into a frequency domain representation from the time domain by FFT as
follows:

15 27 .
_7“
XDFT[k,j]:ZX[k,I]e 16" :0<k<100< j <16 (235)
=0

The spectrum amplitude of each sample is computed in the following steps:

Step 1: Compute the energy of X [K, J] asfollows:
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Xper powlk, 1= (Re(Xprrk, j1))? +(Im(Xperk, j1))?);0<k <10,0< j <16 (236)
where Re(X pet[K, j1), Im(Xperlk, j]) aretherea part and theimaginary part of Xy [K, J], respectively.

Step 2: If kis even, the spectrum amplitude, denoted by ASp , Iscomputed by

Ag (8K + ) = \/XDFT_POW[k, i1+ Xprr_powlk15—j], 0<k<10,0< <8 (237)

If kisodd, the spectrum amplitude is computed by

A (8K +7- ) = \/XD,:T_poW[k, i1+ Xprr_powlk15—j], 0<k<100<j<8 (238)

5.1.12.6.2 Computation of signal features

In Pre-decision Energy Features (EF), Spectral Centroid Features (SCF), and Time-domain Stability Features (TSF) of
the current frame are computed by using the sub-band signal; Spectral Flatness Features (SFF) and Tonality Features
(TF) are computed by using the spectrum amplitude.

5.1.12.6.2.1 Computation of EF

The energy features of the current frame are computed by using the sub-band signal. The energy of background noise of
the current frame, including both the energy of background noise over individual sub-band and the energy of
background noise over all sub-bands, is estimated with the updated flag of background noise, the energy features of the
current frame, and the energy of background noise over all sub-bands of the previous frame. The energy of background
noise of the current frame will be used to compute the SNR parameters of the next frame (see subclause 5.1.12.6.3). The
energy features include the energy parameters of the current frame and the energy of background noise. The energy
parameters of the frame are the weighted or non-weighted sum of energies of all sub-bands.

The frame energy is computed by:
(L¢-2) _
E = D Fc(k)+0.24Ec(0) (239)
k=1
The energy of sub-band divided non-uniformly is computed by:
Nregion (i+1)-1
Er av()=  2Ecl), 0<i<Ngy (240)
j:Nregion(i)

Where N isthe sub-band divisionindicesof E¢ & (i) . The sub-bands based on thiskind of division are also

region

called SNR sub-bands and are used to compute the SNR of sub-band. N, isthe number of SNR sub-bands.

The energy of sub-band background noise of the current frame is computed by:

ELO]

K o ) =0EL 8 () +@-a)E 0<ar<1,0<i<Ng, (241)

bg_ snr f_snre

Where El[);]” o (1) isthe energy of sub-band background noise of the previous frame.

The energy of background noise over all sub-bands is computed according to the background update flag, the energy
features of the current frame and the tonality signal flag, and it is defined as follows:

o _Et
_ _bg_sum
Ef by = N[O] (242)
f_bg
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I certain conditions that include at least that the background update flag is 1 and the tonality signal flag i, ggu 1S

0 are met, E[folbg_wm and N[folbg are computed by:
EX sy am=E by am+EV (243)
NP, =N +1 (244)

Otherwise, E[folbg_sum and N[folbg are computed by:
B g _am = Ei bg_am (245)
Ny = NI, (246)

Where E[fi]_bg_Sum and N[fi]_bg arethesum of E; and the counter of E; , respectively. The superscript [-1] denotes
the previsous frame and [O] denotes the current frame.

5.1.12.6.2.2 Computation of SCF

The spectral centroid features are the ratio of the weighted sum to the non-weighted sum of energies of all sub-bands or
partial sub-bands, or the value is obtained by applying a smooth filter to this ratio. The spectral centroid features can be
obtained in the following steps:

a) Divide the sub-bands for computing the spectral centroids as shown in Table 12.

Table 12: QMF sub-band division for computing spectral centroids

Spectral centroid feature N i N i
number (i) SC_Start( ) sc_end( )

2 0 9

3 1 23

b) Compute two spectral centroid features, i.e.: the spectral centroid in the first interval and the spectral centroid in the
second interval, by using the sub-band division for computing spectral centroidsin Step a) and the following equation:

Nsc_end (') Nsc_endﬁ)
Fe@)=( Y (k+DEc()+A)/ D Ec(k)+4p), 1<i<4 (247)
k:Nsc_aart 0] k:Nsc_aart(i)

c) Smooth the spectral centroid in the second interval, Fg-(2) , to obtain the smoothed spectral centroid in the
second interval by

Fi(0)=0.7FLH(0)+0.3r (2) (248)

5.1.12.6.2.3 Computation of SFF

Spectral Flatness Features are the ratio of the geometric mean to the arithmetic mean of certain spectrum amplitude, or
thisratio multiplied by afactor. The spectrum amplitude ASp , issmoothed as follows:

A (i)=0.7A' (i) +0.3A7' (i), 0<i<N, (249)

where Ng (i) and Agjl (i) arethe smoothed spectrum amplitude of the current frame and the previous frame,

respectively. N , isthe number of spectrum amplitude.
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Then the smoothed spectrum amplitude is divided into three frequency regions as shown in Table 13 and the spectral
flatness features are computed for these frequency regions.

Table 13: Sub-band division for computing spectral flatness

Spectral flatness number
P (k) . NA_start (k) NA_end (k)
0 5 19
1 20 39
2 40 64

The spectral flatness features are the ratio of the geometric mean to the arithmetic mean of the spectrum amplitude or
the smoothed spectrum amplitude.

Let N(K) =N, 44 (K) =N, a1 (K) +1 be the number of the spectrum amplitudes used to compute the spectral
flatness feature F- (K) . We have

Na_end (K) 1UN(K)
(H r':NA_s(art (k) %) (n))

Fe (K) =——x (250)
A_end (k)
O o A (M) NG
The spectral flatness features of the current frame are further smoothed as follows:
FL (k) = 0.85FLH (k) +0.15F I (k) (251)

Where F{J (k) and FL (K) are the smoothed spectral flatness features of the current frame and the previous frame
respectively.

5.1.12.6.24 Computation of TSF

The time-domain stability features are the ratio of the variance of the sum of amplitudes to the expectation of the square
of amplitudes, or this ratio multiplied by afactor. The time-domain stability features are computed with the energy

features of the most recent N frames. Let the energy of the nt frame be E[f“] . The amplitude of E[f”] is computed by

AM = [EIM +0.001 (252)

By adding together the energy amplitudes of two adjacent frames from the current frame to the N™ previous frame, N/2
sums of energy amplitudes are obtained as

A = A+ A =

Where A[f] isthe energy amplitude of the current frame for k = 0 and A[f] the energy amplitude of the previous frames
for k<O.

Then the ratio of the variance to the average energy of the N/2 recent sumsis computed and the time-domain stability
F isobtained as follows:

N/2-1 N/2-1 N/2-1
Z(A{”] v /2 ZA['“]) I 2 (A2 +0.0001) (254)
n=0

Note that the value of N is different when computing different time-domain stabilities.
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5.1.12.6.2.5 Computation of TF

The tonality features are computed with the spectrum amplitudes. More specifically, they are obtained by computing the
correlation coefficient of the amplitude difference of two adjacent frames, or with afurther smoothing of the correlation
coefficient, in the following steps:

a) Compute the spectrum-amplitude difference of two adjacent spectrum amplitudes in the current frame. If the
differenceis smaller than O, set it to O.

0 if Ag(i+6) < Ag(i +5)

Ps) :{Asp(i +6)-Api+5)  othervise (255)

b ) Compute the correlation coefficient between the non-negative amplitude difference of the current frame obtained in
Step @) and the non-negative amplitude difference of the previous frame to obtain the first tonality features as follows:

Z D i) pLY ()
Frg = ——i=0 (256)

N
JZ(D&S] i? ")

i=0

P4

where Dg (i) isthe amplitude differece of the previous frame.

Various tonality features can be computed as follows:;

Fr 0= Frr
FI%(1) =0.96F™ () +0.04F (257)
F%(2) =0.90F(2) +0.10F

where FTH] are tonality features of the previous frame.

5.1.12.6.3 Computation of SNR parameters

The SNR parameters of the current frame are computed with the background energy estimated from the previous frame,
the energy parameters and the energy of the SNR sub-bands of the current frame.

The SNR of all sub-bandsis computed by:
SNR =log,((E}” +0.0001) /(E} ) (258)
The average total SNR of all sub-bandsis computed by:

NRy = (Y SNR()/N (259)

where N is number of the most recent framesand SNR (i) is SNR of thei™ frame.

The frequency-domain SNR is computed by:

Ry = (3 SR () /N 260
(=0 SNRup())/ Ney (260)
where N, isthe number of SNR sub-band and SNR,, (i) isthe SNR of the ™ sub-band by:
T(i) = log, (B g, (i) +0.0001) (ELS" ¢, (i) +0.0001))
R (=] 0 TTO<-01 (261)
Ran (1) = T(i) otherwise
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Thefirst long-time SNR is computed by:

NRy g = 10036 (B ive ! EE acive) (262)

t_active It _inactive

The computation method of EEY . and EL can be found in subclause 5.1.12.6.6.

It_active It _inactive

The second long-time SNR is obtained by accordingly adjusting a parameter Tj; g associated with SNRt_org as

follows:
SNRy =Tyt _gor +0.404Ty;_gny +0.)Fynsco (263)
where;
0 FId, <14
Finsco = Flody -14  14<FLlH <22 (264)
0.8 FIH, > 22

where F o, isthelong-time background spectral centroid. If the current frame is active frame and the background-
update flag is 1, the long-time background spectral centroid of the current frame is updated as follows:

Figo = oFldy + - a)FL(0), @ (0,0) (265)

where F,Egé]o is the long-time background spectral centroid of the previous frame.

Theinitia long-time frequency-domain SNR of the current frame SNRI[O] is computed by:

SNRP =80 INEE S AN (266)

sp_snr_f sp_snr_f ns_snr_ f ns_snr_ f

where S, o, ¢ and N, o,  arerespectively the frequency-domain SNR  SNIR; accumulator and frequency-domain

SNR SNR;¢ counter when the current frame is pre-decided as active sound, and Sns_sm_f and N ¢ are

ns_snr_
respectively SNR; accumulator and SNR; counter when the current frame is pre-decided asinactive sound. The
superscript [-1] denotes the previsous frame. The details of computation can be found in Steps e) and i) of subclause
5.1.12.6.6.

The smoothed average long-time frequency-domain SNR is computed by:

NRY_ =09NRY  +0.1NR" (267)

f _smooth f _smoot

The long-time frequency-domain SNR is computed by:

0 Tif_sr <O
NR¢ =1 T ar 0<Ty gr <MAX_LF_SNR
MAX_LF SNR Tit_ev > MAX_LF_SNR (268)

Tit s = 0.12(SNR - 3)

where MAX_LF_SNR isthe maximum of SNRs .
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5.1.12.6.4 Decision of background music

With the energy features, F; , Fg, Fo . and Fg. of the current frame, the tonality signal flag of the current frame

is computed and used to determine whether the current frame istonal signal. If it istonal signal, the current frameis
music and the following procedureis carried out:

a) Suppose the current frame is non-tonal signal and aflag f is used to indicate whether the current frameis

tonal. If f

tonal _ frame

=1, the current frameistonal. If f = 0, the current frame is non-tonal.

tonal _ frame tonal _ frame

b) If Fy(0)>0.6 or its smoothed value Fr (1) isgreater than 0.86., go to Step c). Otherwise, go to Step d).

¢) Verify the following three conditions:

(1) The time-domain stability feature Fqg(5) issmaller than 0.072;
(2) The spectral centroid feature Fg-(0) isgreater than 1.2;

(3) One of three spectral flatness featuresis smaller than its threshold,
Fsr (0) < 0.76 OR Fogr (1) < 0.88 OR Fogr (2) < 0.96.

If all the above conditions are met, the current frame is considered as atonal frame and the flag f issetto 1.

tonal _ frame

Then go to Step d).

d) Update the tonal level feature |, according to theflag f Theinitial value of |

[0, 1] when the active-sound detector begins to work.

onal 1S SEtintheregion

ton tonal _ frame *

(269)

— tonal
tonal

-1 i
0.9971 torl otherwise

[0 _{0.975| [0 10025 if figna frame iSL

Where It[fga, and It[(;g, are respectively the tonal level of the current frame and the previous frame.

(0]

e) Determine whether the current frame is tonal according to the updated |,

f

o and set the tonality signal flag

tonal _signal *

If It[f,la, is greater than 0.5, the current frame is determined as tonal signal. Otherwise, the current frame is determined
as non-tonal signal.

1if 119 >05
f . — tonal 270
tonal _signal {0 otherwi (270)
5.1.12.6.5 Decision of background update flag

The background update flag is used to indicate whether the energy of background noise is updated and its valueis 1 or 0.
When thisflag is 1, the energy of background noise is updated. Otherwise, it is not updated.

Theinitial background update flag of the current frame is computed by using the energy features, the spectral centroid
features, the time-domain stability features, the spectral flatness features, and the tonality features of the current frame.
The initial background update flag is updated with the VAD decision, the tonality features, the SNR parameters, the
tonality signal flag, and the time-domain stability features of the current frame to obtain the final background update
flag. With the obtained background update flag, background noise is detected.

First, suppose the current frame is background noise. If any one of the following conditions is met, the current frameis
not noise signal.

a) Thetime-domain stability Frg(5) >0.12;
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b) The spectral centroid Fg-(0) > 4.0 and the time-domain stability Frg(5) > 0.04;
c) Thetonality feature Fy (1) > 0.5 and the time-domain stability Frg(5) > 0.1;

d) The spectral flatness of each sub-band or the average obtained by smoothing the spectral flatnessis smaller than its
specified threshold, Fsg (0) < 0.80R Fggr (1) < 0.780R Fggr (2) < 0.8 ;

e) The energy of the current frame E¢ isgreater than a specified threshold: E[fO] >32E§1] , Where ng"l] isthelong

time smoothed energy of the previous frame and Egk] of ki frameiscomputed : Eg] = 0.95E[;_1] + 0.05E[fk] ;

f) Thetonality features F; are greater than their corresponding thresholds: Fr (1) >0.60 OR Fy (0) >0.86;

g) Theinitia background update flag can be obtained in Steps a) - f). Theinitial background update flag is then
updated. When the SNR parameters, the tonality features, and the time-domain stability features are smaller than their

corresponding thresholds: SNR; <0.3 AND SNR; <1.2 AND F+ (1) <0.5 AND Fg(3) <0.1 and both the combined

feap and f o, areset to 0, the background update flag is updated to 1.

tonal _signi

5.1.12.6.6 SAD3 Pre-decision

The SAD3 decision f saps 1S computed with the tonality signal flag, the SNR parameters, the spectral centroid features,
and the frame energy. The SAD3 decision is made in the following steps:

a) Obtain the second long-time SNR SNR, by computing and adjusting the ratio of the average energy of long-time
active frames to the average energy of long-time background noise for the previous frame;

b) Compute the average of SNR, for anumber of recent frames to obtain SNRyy ;

¢) Compute the SNR threshold for making SAD3 decision, denoted by T,

snr_f !

with the spectral centroid features Fq. |
the second long-time SNR S\R,,, the long-time frequency-domain SNR SNRjs , the number of continuous active

frames N and the number of previous continuous noise frames N Set theinitial value of

continuous_spl ! continuous_ns *

Ter (10 NR, . First, adjust Tev ¢ With the spectral centroid features, if the spectral centroids are located in the
different regions, an appropriate offset may be added toTg,, ¢ . Then, Tgy, ¢ isfurther adjusted according to
N N and SNRyy , and SNRy¢ . When Negninuous_sp1 1S greater than its threshold, the SNR

threshold is appropriately decreased. When N

continuous _spl * continuous_ns

is greater than its threshold, the SNR threshold is

continuous_ns

appropriately increased. If SNR, is greater than a specified threshold, the SNR threshold may be accordingly adjusted.

d) Makeaninitial VAD decision with the SAD3 decision threshold Ty, and the SNR parameters such as SNR;

sn

and SNR, of the current frame. First fg,, issetto 0. 1f SNR¢ >T,

snr_f

or NR, >4.0, fgupz issetto 1. Theinitial

VAD decision can be used to compute the average energy of long-time active frames E . Thevalueof E

It _active It _active
is used to make SAD3 decision for the next frame.
[0] _ Elo [0]
Elt_active - Efg_sum/ N fg (271)
where E[fg]_sum and N[fg] is computed by:
[-1] [0l ; _
o _ JEgamtEr if fops=1
Efg_sum - E[,l] h . (272)
fg_sum otherwise
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(273)

N NEY +1if fop, =1
fo N otherwise

€) Update theinitial SAD3 decision according to the tonality signal flag, the average total SNR of al sub-bands, the
spectral centroids, and the second long-time SNR. If the tonality signal flag fi,. ggna 151, foaps issetto 1. The

parameters Sy, o, ¢ and N o ; areupdated by:

g0 _[Sele SR fopi=Tand SNRP > (S ING ),
P S otherwise
NO - NG (+1if fop,=1and SNRY > (SLY, /NLY, ) 279
Pt NCY, otherwise

If SNR;,, >(B+ SNR, *A), where A and B are two constants, fg,p5 issetto 1. If any one of the following
conditionsis met:

condition 1: SNR;,, > 2.1+ 0.243NR,

flux

condition2: Ry, >T, and Fg(3) > T, and NR, ,, <T,

flux
feaps isto 1. Where T, T, and T, arethe thresholds.

f) Update the number of hangover frames for active sound according to the decision result, the long-time SNR, and the
average total SNR of all sub-bands for several previous frames, and the SNR parameters and the SAD3 decision for the
current frame; See subclause 5.1.12.6.7 for details;

g) Add the active-sound hangover according to the decision result and the number of hangover frames for active sound
of the current frame to make the SAD3 decision;

h) Make acombined decision with fgp and fSAD3 . The output flag of the combined decision is namely

combined fgpp . See subclause 5.1.12.7;

i) After Steps g) and h), the average energy of long-time background noise, denoted by Elt_inactive’ can be computed
with the SAD decisions combined feap and feap - By jpeive 1S Used to make the SAD decision for the next frame. If

both combined fgap and fsap @e0, S o ¢, Ny o ¢ areupdated and E is computed as follows:

It _inactive
stH ¢+ SNR it £ = 0and i _
[0] | "ns_ st ¢ If fgap =0and thecombined fgap =0
Shs_sw_f = [-1] . (276)
- S otherwise
ns_snr_f
(0 NEHS, ¢ +1if feap = Oand thecombined feap =0
Nis_ sor_f = -y . (277)
- - N otherwise
ns_snr_f
[0] — [0 [0]
Elt_inactive - Ebg_wm / Nbg (278)
where ELY d NI is computed by:
ere Epy om and Npg' iscomputed by:
ELsY gm+ EXY if foap = Oand thecombined fgap =0
[a] _ ) ©bg_sum ¢ If fgap = 0and thecombin SAD =
Ebg sum -1 . (279)
- E otherwise
bg_sum
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0 | Nbg” +1if feap =0and thecombined feap =0

N[O = ) : (280)

9 NE,E] ] otherwise

The functions of the Pre-decision module are described in Steps a) - €) in this subclause.

5.1.12.6.7 SAD3 Hangover

The long-time SNR and the average total SNR of all sub-bands are computed with the sub-band signal (See subclause
5.1.12.6.2.1 and 5.1.12.6.3). The current number of hangover frames for active sound is updated according to the SAD3

decision of several previous frames, SNRt_org , NR;,,, other SNR parameters, and the SAD3 decision of the current

frame. The precondition for updating the current number of hangover frames for active sound is that the flag of active
sound indicates that the current frame is active sound. If both the number of previous continuous active frames

N <8and SNR; <4.0, the curent number of hangover frames for active sound is updated by subtracting
N from the minimum number of continuous active frames. Suppose the minimum number of continuous

active frames is 8. The updated number of hangover frames for active sound, denoted by N

flux 1

continuous _sp2 flux

continuous _sp2

hang + 1S cOMputed as follows:

N hang = 8— Neonti nuous_ sp2 (281)

Otherwise, if both SNR, = >09and N > 50, the number of hangover frames for active sound is set

flux continuous__sp2

according to the value of SN, . Otherwise, this number of hangover framesis not updated.

N continuous_sp2 1SSt to O for the first frame. When the current frame is the second frame and the subsequent frames,

N continuous_sp2 1S Updated according to the previous combined fgap  asfollows:
I the previous combined foap i1, Noguinuous sp2 iSiNcreased by 1;

If the previous combined fsap iSO, N inuous o2 1SSELt00.

5.1.12.7 Final SAD decision

The feature parameters mentioned above are divided into two categories. The first feature category includes the number
of continuous active frames N the average total SNR of al sub-bands SNR;, . , and the tonality signal flag

f NR

feature category includes the flag of noise type, the smoothed average long-time frequency-domain SNR SNR; _smooth

continuous_sp2 * flux *

isthe average of SNR over all sub-bands for a predetermined number of frames. The second

tonal _signal * flux

in a predetermined period of time, the number of continuous noise frames, frequency-domain SNR.

First, the parametersin the first and second feature categoriesand fgap and fg,, are obtained. The first and second
feature categories are used for the SAD detection.

The combined decision is made in the following steps:

a) Compute the energy of background noise over all sub-bands for the previous frame with the background update flag,
the energy parameters, and the tonality signal flag of the previous frame and the energy of background noise over all
sub-bands of the previous 2 frames. Computing the background update flag is described in subclause 5.1.12.6.5.

b) Compute the above-mentioned SNIR,, = with the energy of background noise over all sub-bands of the previous
frame and the energy parameters of the current frame.

flux
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c) Determine the flag of noise type according to the above-mentioned parameters R, ., and NR; ¢, - First,
the noise type is set to non-silence. Then, when SNR; ., isgreater than the first preset threshold and SNR; g, iS
greater than the second preset threshold, the flag of noise typeis set to silence.

Then, the features in the first and second feature categories, fqn, and fgap are used for active-sound detection in
order to make the combined decision of SAD.

When the input sampling frequency is 16 kHz and 32 kHz, the decision procedure is carried out as follows:

a) Sdlect fg s, astheinitial value of the combined fepp ;

b) If the noise type is silence, and the frequency-domain SNR SNIR; is greater than 0.2 and the combined fgp set 0,
foap isselected asthe output of the SAD, combined fgap . Otherwise, go to Step c).

¢) If the smoothed average long-time frequency-domain SNR is smaller than 10.5 or the noise type is not silence, go to
Step d). Otherwise, theinitial value of the combined fgap in Step @) is still selected as the decision result of the SAD;

d) If any one of the following conditionsis met, the result of alogical operation OR of fg,,, and fgp isused asthe
output of the SAD. Otherwise, go to Step €):
Condition 1: The average total SNR of all sub-bandsis greater than the first threshold, e.g. 2.2;

Condition 2: The average total SNR of all sub-bandsis greater than the second threshold, e.g. 1.5 and the number of
continuous active framesis greater than 40;

Condition 3: The tonality signal flagissetto 1.

€) When the input sampling frequency is 32 kHz: If the noise typeissilence, fqap iSselected asthe output of the SAD
and the decision procedure is completed. Otherwise, theinitial value of the combined fgap in Step a) isstill selected as
the decision result of the SAD. When the input sampling frequency is 16 kHz: fqap iS selected asthe output of the
SAD and the decision procedure is completed.

When the input sampling frequency is neither 16 kHz nor 32 kHz, the procedure of the combined decision is performed
asfollows:

a) Sdlect fg 5 astheinitial value of the combined fgap ;

b) If the noise typeis silence, go to Step ¢). Otherwise, go to Step d);

c) If the average smoothed long-time frequency-domain SNRis greater than 12.5and figna  signal =0, the combined

foap issetto fgap . Otherwise, theinitial value of combined fgap in Step @) is selected as the decision result of the
SAD;

d) If any one of the following conditionsis met, the result of alogical operation OR of fg,, and fgp isused asthe

output of the final SAD, combined fgsp . Otherwise, the initial value of combined fgap in Step &) is selected as the
decision result of the SAD;

Condition 1: The average total SNR of all sub-bandsis greater than 2.0;

Condition 2: The average total SNR of all sub-bandsis greater than 1.5 and the number of continuous active framesis
greater than 30;

Condition 3: Thetonality signal flagis set to 1.

After the combined fg,, isobtained by using the above-mentioned method, it needs to be modified as follows:
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&) Compute the number of background-noise updates, Nupdate_oomt according to the background update flag,
specifically:

When the current frame is indicated as background noise by the background update flag and Nupdate_oomt issmaller

than 1000, N, are con inCreasesby 1. Notethat N0 con iS58t to zero at the initialization of the codec.

b) Compute number of modified frames for active sound, N according to the SAD3 decision fg,p,, the

md_frames

number of background-noise updates N and the number of hangover frames for active sound N

update_count * hang '

specifically:
When the current frame is indicated as active sound by gy, and Nupdate_oomt issmaller than 12, N is

selected as max(20, N

md_frames

hang )

¢) Compute the final decision of SAD for the current frame according to the number of modified frames for active
sound N and the combined fg,, specifically:

md_frames

When the current frame is indicated as inactive sound by the combined fg,, and N is greater than O, the final

md_frames

decision of SAD for the current frame, the combined fg,; ismodifiedas active sound and N decreases by 1.

md_frames

5.1.12.8 DTX hangover addition

For better DTX performance aversion fsap prx Of the combined fgyp isgenerated through the addition of
hangover. In this case there are two concurrent hangover logics that can extend the fsap prx active period. Oneis for
DTX in genera and one specifically to add additional DTX hangover in the case of music.

During the SAD initialization period the following variables are set as follows

hOcnt = 0
hocnt _gtx =0 (282)

hoent  music =0

The general DTX hangover works in the same way as the SAD1 hangover the main difference is in the hangover length.
Also heretheinitial DTX hangover length dependson SNR, 1, initially the hangover is set to 2 frames and if the

current input bandwidth isNB and SNR 1 <16 or primge g > 0.95it isset to 3, then follows a number of steps that
may modify this start value. The modification depends on other input signal characteristics and codec mode.
The first two modifications increases the hangover length if there has aready been a high activity, additional activity

after along burst has little effect on the total activity but can better cover short pauses. If there has been 12 or more
active frames from the primary detector in SAD1 during the 16 last frames, that is fi gap ¢nt >12, the allowed number

of hangover frames isincreased with 2 frames. Similarly if there has been 40 or more active frames for the final
decision of SAD1 during the last 50 frames, that is fgap cnt > 40, the allowed number of hangover framesis

increased with 5 frames. At this point the allowed number of hangover frames may have been increased with 7 frames
over theinitia value, and to limit the total number of hangover framesit is therefore limited to
HANGOVER _ LONG —1. Another condition for limiting the hangover addition isif the primary activity becomes low

there are different limits for different codec conditions, for AMR_WB_IO corethelimit is 2, the same limit is also used
for high SNR SNR| 1 > 25 for WB or SWB input in other conditions the limit is 3 frames. The condition for applying

the limit isif the primary activity figap cnt <7 orif the SNR 1 >16and primge; pe < 0.85.

The DTX hangover can aso be reduced if the final decision from SAD3 aready includes along hangover.

According to the noise type in SAD3, the decrement of the DTX hangover is set as shown in Table 14.

ETSI



3GPP TS 26.445 version 12.10.0 Release 12 89 ETSI TS 126 445 V12.10.0 (2017-07)

Table 14: Setting of the decrement of the DTX hangover

Bandwidth | Silence-type noise | Non-silence-type noise
NB 0 1
WB 2 3
SWB 2 1

Asfor the hangover in SAD1 the counting of DTX hangover framesisreset only if at least 3 consecutive active speech
frames ( fgap ==1) or if the SAD1 final decision has been active for over 45 of the 50 |atest frames.

For the music hangover to start counting music hangover frames primge; e >0.98 AND E; >40 AND
fLsap_cnt >14 AND  forp ¢t > 48 at which point the fgap ==1 for the next 15 frames or until hangover is
terminated by the hangover termination logic, which can be triggered by theflag f,ot which is described below.

The DTX hangover and the hangover described in subclause 5.1.12.3 when decisions from SAD1 and SAD2 are
combined may be early terminated. The early hangover termination helps to increase the system capacity by saving
unnecessary hangover frames. At each hangover frame, the comfort noise which will be produced at the decoder sideis
estimated at the encoder side, assuming if the current hangover frame would be encoded as the first SID frame after
active burst. If the estimated comfort noise is found close to the noise characteristic maintained in the local CNG
module in the encoder side, then no more hangover frame is considered needed and the hangover is terminated.
Otherwise, hangover keeps on as long as theinitial hangover length is not reached.

Specificaly, the energy and the L SP spectrum of the comfort noise which will be produced at the decoder side are
estimated at the encoder side. The energy of the current frame excitation is cal cul ated

1 L1 )
Esa =7 ), 1(0) (283)
n=0
which isthen converted to log domain
Ega =093 Egq (284)

where r(n) isthe LP excitation of the current frame calculated in subclause 5.6.2.1.5, L isthe framelength, Egq is
limited to non-negative value. An age weighted average energy, €nfpig_ave-weighted - IS €alculated from hangover

frames except the current frame in the same way as described in sub-clause 6.7.2.1.2. The eNfyig_ave-weighted » tOgether

with the energy of the current frame excitation Egqy are used to compute the estimated excitation energy for the
comfort noise, Eqg .

Eest = €MMhigt—ave-weighted + (1~ @) - Egqg (285)

where o isasmoothing factor, o = 0.8if m, the number of hangover frames used for enrpig_ave weighted Calculation

islessthan 3, otherwise, & = 0.95. The estimated excitation energy for the comfort noise is then converted to log
domain

Eest =100 Eeg (286)

where Eoy isbounded to non-negative value. An average L SP vector, hojg, ave-weighted » IS Calculated over the same
hangover frames where the age weighted average energy enrpist_ave-weighted 1S calculated in the same way as described
in sub-clause 6.7.2.1.2. The hojg,_ave-weighted » together with the end-frame L SP vector of the current frame are used to
compute the estimated L SP vector for the comfort noise, O -

Uest =0.8- hOjs5—ave-weighted *+ 0-2+ Uend (287)

A set of energy and L SP difference parameters are calculated. The difference between the current frame log excitation
energy and the log hangover average excitation energy is calcul ated.
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dEszh =|E4d — 1092 (€NMhi—ave-weighied)) (288)

The difference between the current frame end-frame L SP vector and the hangover average L SP vector is calcul ated.

M-1

dason = Z|qend (K) — o5 ave-weighted (k)| (289)
k=0

where M isthe order of LP filter. The difference between the estimated log excitation energy for the comfort noise and
the current log excitation energy for the comfort noise kept in the local CNG module is cal culated.

dE = Eéi - |ng ECN (290)

where Eqy isthe comfort noise excitation energy kept in the local CNG module as calculated in subclause 5.6.2.1.6.

The difference between the estimated L SP vector for the comfort noise and the current L SP vector for the comfort noise
kept in the local CNG module is calcul ated.

M-1
d0= )" [0es (0 = G(K) (291)
k=0

where a is the comfort noise L SP vector kept in the local CNG module as calculated in subclause 5.6.2.1.4. The

maximum difference per LSP element between the estimated L SP vector for the comfort noise and the current LSP
vector for the comfort noise kept in the local CNG module is calculated.

Qi = a0 (k) ~G(K),  k=01....M ~1) (202)

The hangover termination flag for issetto 1if dg< 0.4 and dE <1.4 and dgs,,, < 0.4 and dEgp <1.2 and
dgmax < 0.1 when operating in VBR mode, or if dg< 0.4 and dE <0.8 and dggyp, < 0.4 and dEgp, < 0.8 and
dgnax < 0.1 when operating in non-VBR mode. Otherwise fy 1 issetto 0. A f, o set to 1 meansthe current frame

can be encoded as a SID frame even it is still in the hangover period. For safety reason of prevent CNG on short pauses
between speech utterances, the actual encoding of SID frame is delayed by one frame.

5.1.13 Coding mode determination

To get the maximum encoding performance, the LP-based core uses a signal classification algorithm with six distinct
coding modes tailored for each class of signal, namely the Unvoiced Coding (UC) mode, Voiced Coding (VC) mode,
Transition Coding (TC) mode, Audio Coding (AC) mode, Inactive Coding (IC) mode and Generic Coding (GC) mode.
The signal classification algorithm uses several parameters, some of them being optimized separately for NB and WB
inputs.

Figure 13 shows a simplified high-level diagram of the signal classification procedure. In the first step, the SAD
decision is queried whether the current frame is active or inactive. In case of inactive frame, IC mode is selected and the
procedure is terminated. In the IC mode the inactive signal is encoded either in the transform domain by means of the
AV Q technology or in the time/transform domain by means of the GSC technology, described below. In case of active
frames, the speech/music classification algorithm is run to decide whether the current frame shall be coded with the AC
mode. The AC mode, has been specifically designed to efficiently encode generic audio signals, particularly music. It
uses a hybrid encoding technique, called the Generic Signal audio Coder (GSC) which combines both, L P-based coder
operated in the time domain and a transform-domain coder. If the frame is not classified as “audio”, the classification
algorithm continues with selecting unvoiced frames to be encoded with the UC mode. The UC mode is designed to
encode unvoiced frames. In the UC mode, the adaptive codebook is not used and the excitation is composed of two
vectors selected from alinear Gaussian codebook.

If the frame is not classified as unvoiced, then detection of stable voiced framesis applied. Quasi-periodic segments are
encoded with the VC mode. V C sdlection is conditioned by a smooth pitch evolution. It uses ACELP technology, but
given that the pitch evolution is smooth throughout the frame, more bits are assigned to the algebraic codebook than in
the GC mode.
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The TC mode has been designed to enhance the codec performance in the presence of frame erasures by limiting the
usage of past information [19]. To minimize at the same time its impact on a clean channel performance, it is used only
on the most critical frames from aframe erasure point of view — these are voiced frames following voiced onsets.

If aframeisnot classified in one of the above coding modes, it is likely to contain a non-stationary speech segment and
is encoded using a generic ACELP model (GC).

BEGIN

signal activity
detected ? [ mode
yes
music detected ? AC mode
s1gngl is UC mode
unvoiced ?
frame after TC mode
onset ?
stable voiced VC mode
frame ?
GC mode

Figure 13: High-level diagram of the coding mode determination procedure

The selection of the coding modesis not uniform across the bitrates and input signal bandwidth. These differences will
be described in detail in the subsequent sections. The classification algorithm starts with setting the current mode to GC.

5.1.13.1 Unvoiced signal classification

The unvoiced parts of the signal are characterized by a missing periodic component. The classification of unvoiced
frames exploits the following parameters:

— voicing measures
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— gpectrad tilt measures
— sudden energy increase from alow level to detect plosives
— total frame energy difference

— energy decrease after spike

5.1.13.1.1 Voicing measure

The normalized correlation, used to determine the voicing measure, is computed as part of the OL pitch searching
module described in clause 5.1.10. The average normalized correlation is then calculated as

ﬁxy3 = %(Cr[%]rm + Cr[l:grm + Cr[l%]rm) (293)

where Cmrm isdefined in subclause 5.1.11.3.2.

5.1.13.1.2 Spectral tilt

The spectral tilt parameter contains information about frequency distribution of energy. The spectral tilt is estimated in
the frequency domain as aratio between the energy concentrated in low frequencies and the energy concentrated in high
frequencies, and is computed twice per frame.

The energy in high frequencies is computed as the average of the energiesin the last two critical bands
En = 0.5(Ecg (bnax —1)+ Ecg (Pmax ) (294)

where Ecg (i) arethecritical band energies, computed in subclause 5.1.5.2 and by is the maximum useful critical
band ( by = 19 for WB inputs and by, = 16 for NB inputs).

The energy in low frequencies is computed as the average of the energiesin thefirst 10 critical bands for WB signals
and in 9 critical bands for NB signals. The middle critical bands have been excluded from the computation to improve
the discrimination between frames with high-energy concentration in low frequencies (generally voiced) and with high-
energy concentration in high frequencies (generally unvoiced). In between, the energy content is not informative for any
of the classes and increases the decision uncertainty.

The energy in low frequenciesis computed differently for voiced half-frames with short pitch periods and for other
inputs. For voiced femal e speech segments, the harmonic structure of the spectrum is exploited to increase the voiced-
unvoiced discrimination. These frame are characterized by the following the condition

05(Clohm + Chrm ) +1e > 0.6 AND T{J <128 (295)

where Cﬁgrm are computed as defined in subclause 5.1.10.4 and the noise correction factor r, as defined in subclause

5.1.10.6. For these frames, E is computed bin-wise and only frequency bins sufficiently close to the speech harmonics
are taken into account in the summation. That is

25
_ 1
z =Ek; Eain () wh (k) (29)

where K, isthefirst bin (K,in =1 for WB inputsand K, = 3 for NB inputs) and Egy (k) arethe bin energies, as

defined in subclause 5.1.5.2, in the first 25 frequency bins (the DC component is not considered). Note that these 25
bins correspond to thefirst 10 critical bands and that the first 2 bins not included in the case of NB input constitute the
first critical band. In the summation above, only the terms related to the bins close to the pitch harmonics are

considered. So w, (k) isset to 1, if the distance between the nearest harmonicsis not larger than a certain frequency

threshold (50 Hz) and is set to O otherwise. The counter C isthe number of the non-zero termsin the summation. In
other words, only bins closer than 50 Hz to the nearest harmonics are taken into account. Thus, only high-energy terms
will be included in the sum if the structure is harmonic at low frequencies. On the other hand, if the structure is not
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harmonic, the selection of the terms will be random and the sum will be smaller. Thus, even unvoiced sounds with high
energy content in low frequencies can be detected. This processing cannot be done for longer pitch periods, as the
frequency resolution is not sufficient. For frames not satisfying the condition (295), the low frequency energy is
computed per critical band as

— 1 9
5 ZEZECB( ),
k=0 (297)
1
E|=§ Ecs (k).
k=1

for WB and NB inputs, respectively. The resulting low- and high-frequency energies are obtained by subtracting the
estimated noise energy from the values E; and E;, calculated above. That is

E, =E, - N, (298)

E=E-N (299)

where N}, isthe average noise energy in critical bands 18 and 19 for WB inputs, and 15 and 16 for NB inputs and N; is

the average noise energy in thefirst 10 critical bands for WB input and in the critical bands 1-9 for NB inputs. They are
computed similarly asin the two equations above. The estimated noise energies have been integrated into the tilt
computation to account for the presence of background noise.

Finally, the spectral tilt is given by

E
Qe = E—L (300)

For NB signals, the missing bands are compensated by multiplying &;;; by 6. Note that the spectral tilt computation is

performed twice per frame to obtain i?t] and q[lll]t , corresponding to both spectral analyses per frame. The average

spectral tilt used in unvoiced frame classification is given by
_ 1/ [-1 0 1
Gilt =§(et[ilt] + ilt] + il]tj (301)

where q[”f] isthetilt in the second half of the previous frame.

5.1.13.1.3 Sudden energy increase from a low energy level

The maximum energy increase Ey from alow signal level is evaluated on eight short-time segments having the length

of 32 samples. The energy increase is then computed as the ratio of two consecutive segments provided that the first
segment energy was sufficiently low. For better resolution of the energy analysis, a second pass is computed where the
segmentation is done with a 16 sample offset. The short-time maximum energies are computed as
: 31
2 [ . .
E£Js]t = :a(;((spreﬂ +32] )) j=-1...7, (302)

where j =—1corresponds to the last segment of the previous frame, and j =0, .7 corresponds to the current frame. The
second set of maximum energiesis computed by shifting the speech indicesin equation (302) by 16 samples. That is

EL] —mgz;x(s2 (i+32'—16)) j=0,....8 (303)
2,8 = g Opre J v 1=0,....0

E[j] —mgaxl (sz (i+32'+16)). j=— 7 304
28 g e J J=-L..7, (304)
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The maximum energy variation E4 is computed as follows:

el
Egq = max{——2 L forj=0,..7, x=1...,2 (305)
‘ x,J{EX[{‘l]H}
5.1.13.1.4 Total frame energy difference

The classification of unvoiced framesis further improved by taking into account the difference of total frame energy.
This differenceis calculated as

dE, = E, —E/ ¥

where E isthetotal frame energy calculated in subclause 5.1.5.2 and E[[_l] isthe total frame energy in the previous
frame.

5.1.13.1.5 Energy decrease after spike

The detection of energy decrease after a spike prevents the UC mode on significant temporal events followed by
relatively rapid energy decay. Typical examples of such signals are castanets.

The detection of the energy decrease is triggered by detecting a sudden energy increase from alow level as described in
subclause 5.1.13.1.3. The maximum energy variation Ey must be higher than 30 dB. Further, for NB inputs the mean
correlation must not be too high, i.e. the condition ﬁxy3 +re <0.68 must be satisfied too.

The energy decrease after a spike is searched within 10 overlapped short-time segments (of both sets of energies)
following the detected maximum energy variation. Let'scall j,o theindex j for which E4 was found, and the
corresponding set of energies Xmay - If Xmax =1, then the searched interval is j = jax:--s imax +4 for both sets. I
Xmax = 2, then the searched interval is j = jinax imax +4for the 2 set, but j = jnax + 1. jmax +5 for the 1% set
of energies.

The energy decrease after a spike is then searched as follows. Asthe energy can further increase beyond the segment
[xmax, jmax] for which E4 wasfound, the energy increase is tracked beyond that segment to find the last segment with

energy still monotonically increasing. Let’s denote the energy of that segment Ey s - Starting from that segment until
the end of the searched interval, the minimum energy Eg i, isthen determined. The detection of an energy decrease
after spike is based on the ratio of the maximum and minimum energies

dE, = — M (306)

Thisratio isthen compared to athreshold of 21 dB for NB inputs and 30 dB for other inputs.

The detection of energy decrease after a spike further uses a hysteresis in the sense that UC is prevented not only in the
frame where dE,is above the threshold (dEj s = 0), but also in the next frame (dEj hys =1). In subsequent frames

(dEp hygt =2), the hysteresisisreset (dE; pyg =—1) only if the following condition is met:

(dE; >5) OR |[(E;g >—13)AND (Ry3+re <0.695)|. (307)
Xy

Given that the searched interval of overlapped segmentsis always 10, it can happen that the detection cannot be
completed in the current frame if arapid energy increase happens towards the frame end. In that case, the detectionis
completed in the next frame, however, as far as the hysteresis logic is concerned, the detection of energy decrease after
aspike till pertains to the current frame.
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5.1.13.1.6 Decision about UC mode

To classify frames for encoding with UC mode, several conditions need to be met. As the UC mode does not use the
adaptive codebook and no long-term prediction is thus exploited, it is necessary to make sure that only frames without
periodic content are coded with this mode. The decision logic is somewhat different for WB and NB inputsand is
described for both cases separately.

For WB inputs, all of the following conditions need to be satisfied to select the UC mode for the current frame.

1. Normalized correlationislow:

Ryy3 e <0.695
2. Energy isconcentrated in high frequencies.

(el < 6.2)AND (EL%! > 0.0035)
(6 <6.2)aND (E[Y > 0.0035)
3. Thecurrent frameis not in a segment following voiced offset:
da=uc or e <2.4)AND (E1 > 0.0035)AND (C19,, + 1o < 0.74]
where CE;}V] is the raw coding mode selected in the previous frame (described later in this document).
4. Thereisno sudden energy increase:
El <30 AND EfY <30
5. Thecurrent frameis not in a decaying segment following sharp energy spike:
dE; hygt <O
For NB inputs, the following conditions need to be satisfied to classify the frame for NB UC coding.
1. Normalized correlation islow:
Ry3+Te<068 AND Cla, +r,<0.79
2. Energy isconcentrated in high frequencies.
( o 1oj AND (E}% > 0.0035)

( e 9.5) AND (EfY > 0.0035)

3. Thecurrent frameis not in a segment following voiced offset:

0]

ctbi-uc or K o< 9.8) AND (ELOI > 0.0035)AND (Clm+re < 0.76)}

where CTrL’m}] is the raw coding mode selected in the previous frame (described later in this document).

4. Thereisno sudden energy increase:
Efl <29 AND ELY <29

5. Thecurrent frameis not in a decaying segment following sharp energy spike:

dEZ,hyst <0
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5.1.13.2 Stable voiced signal classification

The second step in the signal classification algorithm is the selection of stable voiced frames, i.e. frames with high
periodicity and smooth pitch contour. The classification is mainly based on the results of the fractiona open-loop pitch
search described in section 5.1.10.9. As the fractional open-loop pitch search is done in asimilar way as the closed-loop
pitch search, it is assumed that if the open-loop search gives a smooth pitch contour within predefined limits, the
optimal closed-loop pitch search would give similar results and limited quantization range can then be used. The frames
are classified into the VC mode if the fractional open-loop pitch analysis yields a smooth contour of pitch evolution

over al four subframes. The pitch smoothness condition is satisfied if d[fir+l] - d[fir] <3 ,fori=0,1, 2 where d[fir] isthe

fractional open-loop pitch lag found in subframei (see section 5.1.10.9 for more details). Furthermore, in order to select
VC mode for the current frame the maximum normalized correlation Cs, must be greater than 0.605 in each of the four

subframes. Finally, the spectral tilt §;; must be higher than 4.0.

The decision about VC mode is further improved for frames with stable short pitch evolution and high correlation (e.g.

female or child voices or opera voices). Pitch smoothnessis again satisfied if d[fir+1] - d[fir] <3,fori=0,1, 2 High

correlation is achieved in frames for which the mean value of the normalized correlation in al four subframesis higher
than 0.95 and the mean value of the smoothed normalized correlation is higher than 0.97. That is

_INTS Al
Cq _Zzizocfr >0.95 (308)
The smoothing of the normalized correlation is done as follows
clo = 0.75CtY +0.25C4, (309)

Finally, VC mode is also selected in frames for which the flag f,,, = Stab_short_pitch_flag = flag_spitch has been

previously set to 1 in the module described in sub-clause 5.1.10.8. Further, when the signal has very high pitch
correlation, fg;iic iSalso set to 1 so that the VC mode is maintained to avoid selecting Audio Coding (AC) mode later,

asfollows,

If ( fspitch:l or
(dpitl <= 3 AND dpit2 <= 3 AND dpit3 <= 3 AND Voicing,, > 0.95 AND Voicingg, > 0.97))

{
VC = 1;

fspi tch =1
}
wherein dpitt = T4

14|, dpit2=‘Tc[)1ﬂ -T4, dpit3=‘Tc[),2_] —T([)?_]‘, Voicing,, and Voicing, are defined in subclause
5.1.10.8.

The decision taken so far (i.e. after UC and VC mode selection) is called the “raw” coding mode, denoted ¢, ,,,. The
value of this variable from the current frame and from the previous frame is used in other parts of the codec.

5.1.13.3 Signal classification for FEC

This subclause describes the refinement of the signal classification algorithm described in the previous section in order
to improve the codec's performance for noisy channels. The classification used to select UC and VC frames cannot be
directly used in the FEC as the purpose of the classification is not the same. Instead, better performance could be
achieved by tuning both classification aspects separately.

The basic idea behind using a different signal classification approach for FEC is the fact that the ideal conceal ment
strategy is different for quasi-stationary speech segments and for speech segments with rapidly changing characteristics.
Whereas the best processing of erased frames in non-stationary speech segments can be summarized as a rapid drop of
energy, in the case of quasi-stationary signal, the speech-encoding parameters do not vary dramatically and can be kept
practically unchanged during several adjacent erased frames before being damped. Also, the optima method for a
signal recovery following an erased block of frames varies with the classification of the speech signal.
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Furthermore, this specia classification information is also used to select frames to be encoded with the TC mode (see
subclause 5.1.13.4).

To distinguish the signal classification algorithm for FEC from the signal classification algorithm for coding mode
determination (described earlier in subclauses 5.1.13.1 and 5.1.13.2), we will refer hereto “signal class’ rather than

“coding mode” and denote it Cpgc .

5.1.13.3.1 Signal classes for FEC

The frame classification is done with the consideration of the concealment and recovery strategy in mind. In other
words, any frameis classified in such away that the concealment can be optimal if the following frame is missing, and
that the recovery can be optimal if the previous frame was lost. Some of the classes used in the FEC do not need to be
transmitted, as they can be deduced without ambiguity at the decoder. Here, five distinct classes are used and defined as
follows:

¢ INACTIVE CLASS comprises al inactive frames. Note, that this classis used only in the decoder.

¢ UNVOICED CLASS comprises all unvoiced speech frames and all frames without active speech. A voiced
offset frame can a so be classified as UNVOICED CLASSIf its end tends to be unvoiced and the conceal ment
designed for unvoiced frames can be used for the following framein case it islost.

¢« UNVOICED TRANSITION CLASS comprises unvoiced frames with a possible voiced onset at the end. The
onset is however still too short or not built well enough to use the conceal ment designed for voiced frames. The
UNVOICED TRANSITION CLASS can only follow a frame classified as UNVOICED CLASS or UNVOICED
TRANSITION CLASS.

¢ VOICED TRANSITION CLASS comprises voiced frames with relatively weak voiced characteristics. Those are
typically voiced frames with rapidly changing characteristics (transitions between vowels) or voiced offsets
lasting the whole frame. The VOICED TRANSITION CLASS can only follow a frame classified as VOICED
TRANSITION CLASS, VOICED CLASS or ONSET CLASS.

e VOICED CLASS comprises voiced frames with stable characteristics. This class can only follow aframe
classified as VOICED TRANSITION CLASS, VOICED CLASS or ONSET CLASS.

¢ ONSET CLASS comprises all voiced frames with stable characteristics following a frame classified as
UNVOICED CLASS or UNVOICED TRANSITION CLASS. Frames classified as ONSET CLASS correspond
to voiced onset frames where the onset is already sufficiently built for the use of the concealment designed for
lost voiced frames. The conceal ment techniques used for frame erasures following the ONSET CLASS are the
same as those following the VOICED CLASS. The differenceisin the recovery strategy.

¢« AUDIO CLASS comprises all frames with harmonic or tonal content, especially music. Note that this classis
used only in the decoder.

5.1.13.3.2 Signal classification parameters

The following parameters are used for the classification at the encoder: normalized correlation, ﬁxyz , Spectral tilt
measure, §;; gg , Pitch stability counter, pc, relative frame energy, E;q , and zero crossing counter, zc. The
computation of these parameters which are used to classify the signal is explained below.

The normalized correlation, used to determine the voicing measure, is computed as part of the OL pitch analysis module
described in subclause 5.1.10. The average correlation ﬁxyz is defined as

I?exyz = %(CL:grm + CL(ZJ]rm) (310)

g

WhereCLorm and CL(ZJ]rm are the normalized correlation of the second half-frame and the look ahead, respectively.

The spectral tilt measure, §;; gg , IS computed as the average (in dB) of both frame tilt estimates, as described in
subclause 5.1.13.1.2. That is
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_ 0] |1
Siite :10Iog(max{ ol 1}} (311)
The pitch stability counter, pc, assesses the variation of the pitch period. It is computed as follows:

po=]ald 0o 12

where the values d[o] , d[l] and d[Z] correspond to the three OL pitch estimates evaluated in each frame (see subclause
5.1.10).

The last parameter isthe zero-crossing rate, zc, computed on the second half of the current speech frame and the look-
ahead. Here, the zero-crossing counter, zc, counts the number of times the signal sign changes from positive to negative
during that interval. The zero-crossing rate is calculated as follows

368

c= L sign spre(n).spre(n—l) (313)
4
n=112

where the function sign[.] returns +1 if the value is positive or -1 it is negative.

5.1.13.3.3 Classification procedure

The classification parameters are used to define a function of merit, f,,,. For that purpose, the classification parameters

arefirst scaled between 0 and 1 so that each parameter trandatesto O for an unvoiced signal and to 1 for avoiced signal.
Each parameter, p,, isscaled by alinear function as follows:

pi = Ky Py +Cx (314)

and clipped between 0 and 1 (except for the relative energy which is clipped between 0.5 and 1). The function
coefficients, k, and c, , have been found experimentally for each of the parameters so that the signal distortion due to

the concealment and recovery techniques used in the presence of frame erasuresis minimal. The function coefficients
used in the scaling process are summarized in the following table.

Table 15: Coefficients of the scaling function for FEC signal classification

parameter description Ky Cy
I?ixyz normalized correlation 2.857 -1.286
Gilt.dB spectral tilt 0.04167 0
pc pitch stability counter -0.07143 | 1.857
E relative frame energy 0.05 0.45
zC zero-crossing counter -0.04 2.4

he function of merit has been defined as
frq = —1 2R3 +q:5 +pcs+E>S + zcS 315
m=g Xy2 ilt,ds + PC r +2C (315)

where the superscript sindicates the scaled version of the parameters. The classification is then done using the function
of merit, fy,, and following the rules summarized in the following table.
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Table 16: Rules for FEC signal classification

previous class rule selected class

fm > 0.66 VOICED CLASS
VOICED CLASS
ONSET CLASS 0.49< f;;<0.66 | VOICED TRANSITION CLASS
VOICED TRANSITION CLASS

fn < 0.49 UNVOICED CLASS
frn>0.63 ONSET CLASS
UNVOICED CLASS 0.63> fy, >0.585 | UNVOICED TRANSITION CLASS

UNVOICED TRANSITION CLASS

f, <0.585 UNVOICED CLASS

For the purpose of FEC signal classification, all inactive speech frames, unvoiced speech frames and frames with very
low energy are directly classified as UNVOICED CLASS. Thisis done by checking the following condition

flsap =0 OR Gay=UC OR E, <-6 (316)

which has precedence over the rules defined in the above table.

5.1.134 Transient signal classification

As a compromise between the clean-channel performance of the codec and its robustness to channel errors, the use of
the TC modeislimited only to a single frame following voiced onsets and to transitions between two different voiced
segments. Voiced onsets and transitions are the most problematic parts from the frame erasure point of view. Therefore,
the frame after the voiced onset and voiced transitions must be as robust as possible. If the transition/onset frameis lost,
the following frame is encoded using the TC mode, without the use of the past excitation signal, and the error
propagation is broken.

The TC mode is selected according to the counter of frames from the last detected onset/transition itc . The
onset/transition detection logic is described by the state machine in the following diagram.
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cprc is UNVOICED TR. CLASS? ic=0

ijc> 0
crrc is VOICED CLASS
crrc is ONSET CLASS
crrc is VOICED TR. CLASS

yes

increment i;c

ie=-1

Figure 14 : TC onset/transition state machine

In the above logic, itc isset to O for al inactive frames, resp. frames for which the FEC signal classis either
UNVOICED CLASS or UNVOICED TRANSITION CLASS. When thefirst onset frame is encountered it¢ isset to 1.
Thisisagain determined by the FEC signal class. The onset/transition frame is always coded with the GC mode, i.e. the
coding mode is set to GC in this frame. The next active frame after the onset frame increases it¢ to 2 which means that
thereisatransition and TC mode is selected. The counter is set to -1 if none of the above situations happens waiting for
the next inactive frame. Naturally, the GC/TC mode is selected by the above logic only when the current frame is an
active frame, i.e. when f gnp >0.

5.1.13.5 Modification of coding mode in special cases

In some specia situations, the decision about coding mode is further modified. Thisis e.g. due to unsuitability of the
selected coding mode at particular bitrate or due to signal characteristics which make the selected mode inappropriate.
For example, the UC mode is supported only up to 9.6 kbps after which it is replaced by the GC mode. The reasonis
that for bitrates higher than 9.6 kbps the GC mode already has enough bitsto fully represent the random content of an
unvoiced signal. The UC mode is also replaced by the GC mode at 9.6 kbps if the counter of previous AC framesis
bigger than 0. The counter of AC framesisinitialized to the value of 200, incremented by 10 in every AC frame and
decremented by 1 in other frames but not in 1C frames. The counter is upper limited by 1000 and lower limited by O.

At 32 and 64 kbps, only GC and TC modes are employed, i.e. if the coding mode has been previously set to UC or VC,
it is overwritten to GC. Finadly, for certain low-level signals, it could happen that the gain quantizer in the NB VC mode
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goes out of its dynamic range. Therefore, the coding mode is changed to GC mode if the relative frame energy
E, <—-10dB but only at 8.0 kbps and lower bitrates.

The coding mode is also changed to the TC mode in case of mode switching. If, in the previous frame, 16 kHz ACELP
core was used but the current frame uses 12.8 kHz ACELP core, it is better to prevent potential switching artefacts
resulting from signal discontinuity and incorrect memory. This modification is done only for frames other than VC, i.e.
if Craw = VC, where ¢4, istheraw coding mode described in subclause 5.1.13.2. Further, the modification takes

place only for active framesin case of DTX operation.

The coding mode is overridden to the TC mode if MDCT-based core was used in the last frame but the current frameis
encoded with an LP-based core. Finaly, the coding mode is changed to the TC mode if the EVS codec is operated in
the DTX mode and if the last frame was a SID frame encoded with the FD_CNG technology.

5.1.13.6 Speech/music classification

Music signals, in general, are more complex than speech and conform less to any known LP-based model. Therefore, it
is of interest to distinguish music signals (generic audio signals) from speech signals. Speech/music classification then
allows using a different coding approach to such signals. This new approach has been called the Generic audio Signal
Coding mode (GSC), or the Audio Coding (AC) mode.

The speech/music classification is done in two stages. The first stage of the speech/music classifier is based on the
Gaussian Mixture Model (GMM) and performs the best statistically based discrimination of speech from generic audio.
The second stage has been optimized directly for the GSC mode. In other words, the classification in the second stage is
done in such away that the selected frames are suitable for the AC mode. Each speech/music classifier stage yieldsits
own binary decision, fg,q and fg, o whichiseither 1 (music) or O (speech or background noise). The speech decision

and the background noise decision have been grouped together only for the purposes of the speech/music classification.
The selection of the IC mode for inactive signalsincl. background noise is done later in the codec and described in
subclause 5.1.13.5.7.

The decisions of the first and the second stage are refined and corrected for some specific casesin the subsequent
modules, described below. The final decision about the AC mode is done based on fg,, and fg,, but the two flags

are also used for the selection of the coder technology which is described in subclause 5.1.16.
5.1.13.6.1 First stage of the speech/music classifier

The GMM model has been trained on alarge database of speech and music signals covering several male and female
speakers, multiple languages and various genres of instrumental and vocal music. The statistical model uses a vector of
12 unique features, al normalized to aunit interval and derived from the basic parameters that have been calculated in
the pre-processing part of the encoder. There are three statistical modelsinside the GMM: speech, music and noise. The
statistical model of the background noise has been added to improve the SAD algorithm described in subclause 5.1.12.
Each statistical model is represented by a mixture of six normal (Gaussian) distributions, determined by their relative
weight, mean and full covariance matrix. The speech/music classifier exploits the following characteristics of the input
signal:

— OL pitch

— normalized correlation
— gpectral envelope (LSPs)
— tonal stability

— dignal non-stationarity
— LPresidual error

— gpectral difference

— gpectral stationarity
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Figure 15 : Schematic diagram of the first stage of the speech/music classifier

The OL pitch featureis calculated as the average of the three OL pitch estimates, i.e.

1[0 1 2
FVo zé(ng o7l 4 7i2) (317)

where Tgl]_ are computed as in subclause 5.1.10.7. In onset/transition frames and in the TC frame after, it is better to use

only the OL pitch estimate of the second analysis window, i.e. FVp = Tc[)lz_] .

The normalized correlation feature FV; used by the speech/music classifier is the same one as used in the unvoiced
signal classification. See subclause 5.1.13.1.1. for the details of its computation. In onset/transition frames and in the

TC frame after, it is better to use only the correlation value of the second analysis window, i.e. FV; = CL%]rm.

There are five LSF parameters used as features inside the first stage of the speech/music classifier. These are calculated
asfollows

FVi 1 = arccos(Qeng i) + arccos;(qgﬂ’“lj]’i ), i=1.5 (318)
Another feature used by the speech/music classifier is the correlation map which is calculated as part of the tonal
stability measure in subclause 5.1.11.2.5. However, for the purposes of speech/music classification, it is not the long-

term correlation map which is summed but rather the correlation map of the current frame. The reason isto limit the
impact of past information on the speech/music decision in the current frame. That is
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127 127
FV7 = Meor (D)+ D MER () (319)
j=0 j=0
In case of NB signals, the value of FV; ismultiplied by 1.53.

Signal non-stationarity is also used in the speech/music classifier but its calculation is dightly different than in the case
of background noise estimation described in subclause 5.1.11.2.1. Firstly, the current log-energy per band is defined as

Ecaz (i) =log05E () +05EML (), i=2,.16 (320)
Then,
16
FVs = ) |Ecea()— EGgb () (321)
i=2

The LP residual log-energy ratio is calculated as

-1
FVg = Iog( EA3) j + Iog(E—(l?’)] (322)

EQ) g4 )]

where the superscript [-1] denotes values from the previous frame. In case of NB signals, the statistical distribution of
FVy issignificantly different than in case of WB signals. Thus, for NB signals FVg =-1.647.

For the last two features, the power spectrum must be normalized as follows:

PS, (k) =69PS¢ , k=3,..,69 (323)

Z PS(K)
k=3

and difference spectrum calculated as follows:
dPS, (k) = PS, (k) - PSE U (k) , k=3,..,69 (324)

Then we calculate the spectral difference as the sum of dPS, (k) in thelog domain. That is

69 69
FVip = Iog(z dPSn(k)]+ Iog(z dpsi- (k)] (325)
k=3 k=3

The spectral non-stationarity is calculated as the product of ratios between power spectrum and the difference spectrum.
Thisis done as follows

& (1]
FViy=logy | mad{ps, (9.Psk Y ) (326)
— dPS, (k)
5.1.13.6.2 Scaling of features in the first stage of the speech/music classifier

The feature vector FV;, i=0,..,11 is scaled in such away that al its values are approximately in the range [0;1]. Thisis
done as

FV4(i) = sfa, FV; +sfby i=0,..,11 (327)

where the scaling factors sfa; and sfb; have been found on alarge training database. The scaling factors are defined in
the following table.
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Table 17: Scaling factors for feature vector in the speech/music classifier

WB NB
|
sfay sty sfay sty
0 0.048 -0.0952 | 0.0041 0
1 1.0002 0 0.8572 0.1020
2 0.6226 -0.0695 | 0.6739 | -0.1000
3 0.5497 -0.1265 | 0.6257 | -0.1678
4 0.4963 -0.2230 | 0.5495 | -0.2380
5 0.5049 -0.4103 | 0.5793 | -0.4646
6 0.5069 -0.5717 | 0.2502 0
7 0.0041 0 0.0041 0
8 0.0022 -0.0029 | 0.0020 0
9 0.0630 1.0015f | 0.0630 1.0015
10 0.0684 0.9103f | 0.0598 0.8967
11 0.1159 -0.2931 | 0.0631 0
5.1.13.6.3 Log-probability and decision smoothing

The multivariate Gaussian probability distribution is defined as
1

p(FV) = —exp[—i(Fv W = EY - u)j (329)
(27r)k ) 2

where FV isthe feature vector, p isthe vector of means and X is the variance matrix. As stated before, the dimension of
the feature vector is k=12. The means and the variance matrix are found by the training process of the Gaussian Mixture

Model (GMM). Thistraining is done by means of the EM (Expectation-Maximization) algorithm . The speech/music
classifier istrained with a mixture of 6 Gaussian distributions. The log-likelihood of each mixture is defined as

L = -%mg(z;r)l2 +logw; +Iog|):i|—%(FV —n) ZNFV - ) =16 (329)

where wi is the weight of each mixture. The term logw; +logZ; | is calculated in advance and stored in the form of a
look-up table. The probability over the complete set of 6 Gaussiansisthen calculated in the following way:

6
1 _
Pai =Zexp[logwi +logE; |~ (FV i) ZH(FV —ui)} (330)
i=1

and the log-likelihood over the compl ete set as
1
Lay = log(pa )—§|09(2”)12 (331)

Since there are three trained classes in the GMM model (speech, music and noise), three log-likelihood values are
obtained by the above estimation process: Lg, Ly, L, . Only Lg and L, areused in the subsequent logic. L, isusedin
the SAD algorithm to improve detection accuracy. Therefore, in case of inactive signal when fsap 1e iSO

Ls=1.2L, (332)
The difference of log-likelihood is calculated as

dlgn =Ly — L (333)
which can be directly interpreted as a speech/music decision without hangover. This decision has low dynamic range

and fluctuates alot around zero, especially for mixed signals. To improve the detection accuracy, the decision is
smoothed by means of AR filtering

WL = Ycompdlem + (21— 7c0mb)WdL[:srT}] (334)
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where the superscript [-1] denotes the previous frame and oy, i the filtering factor which is adaptively set on a
frame-by-frame basis. The filtering factor isin the range [0;1] and is based on two measures (weighting factors). The
first weighting factor yg isrelated to the relative frame energy and the second weighting factor yqrqp isdesigned to

emphasize rapid negative changes of dlLgy, .

The energy-based weight g is calculated as follows
E, "
e =1+ 5 conditioned by 0.01< yg <1 (335)

where E; isrelative frame energy. The result of the addition means that the weight has values close to 0.01 in low-

energy segments and closeto 1 in high energy, or more important, segments. Therefore, the smoothed decision follows
the current decision more closely if the signal energy isrelatively high and leads to past information being disregarded
more readily. On the other hand, if the signal energy islow, the smoothed decision puts more emphasis on previous
decisions rather than the current one. Thislogic is motivated by the observation that discrimination between speech and
music is more difficult when the SNR of the signal islow.

The second weighting factor yqrqp isdesigned to track sudden transitions from music to speech. This situation happens

only in frames where dLg,, <0 and at the sametime dLg,, < dL[?,%] . Inthese frames

Warop = —dLlem jif dlz¥ >0

w4

- 1] . (336)
WdI'Op = Wdrop + (dLsm - dl—sm) ,OtherW|$

where the parameter Wy,qp, is aquantitative measure of sudden falls, or drops, in the value of dLg, . This parameter is

set to 0 in all framesthat do not fulfil the previous condition. In the first frame when dLg,, fallsbelow 0, it is set equal
to its negative value and it isincremented when dLg,, continuesto fall in consecutive frames. In the first frame when
dLgy stopsdecreasing itisreset back to 0. Thus, Wgrop is positive only during frames of falling dLg,, and the bigger

the fall the bigger its value. The weighting factor oy isthen calculated as

V_Vdrop

Yerop = , conditioned by 0.1< ygrop <1 (337)

The filtering factor isthen calculated by from the product of both weights, i.e.

Yoomb = YE-Ydrop:  conditioned by 0.01< yomp (338)

5.1.13.6.4 State machine and final speech/music decision

The state machine is an event-based decision system in which the state of the speech/music classifier is changed from
INACTIVE to ACTIVE and vice-versa. There are two intermediate states: ENTRY and INSTABLE. The classifier
must always go through the ENTRY state in order to be ACTIVE. During the ENTRY period, there is no relevant past
information that could be exploited by the algorithm for hangover additional described later in this section. When the
classifier isin the ACTIVE state but the energy of the input signal goes down up to the point when it is almost equal to
the estimated background noise energy level, the classifier isin an UNSTABLE state. Finally, when SAD goesto O, the
classifier isin INACTIVE state. The following state-flow diagram shows the transitions between the states.
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Figure 16 : State machine for the first stage of the speech/music classifier

The conditions for changing the states are described in from of decision tree in figure 17. The processing starts at the
top-left corner and stops at bottom-right corner. The counter of inactive states i, iSinitialized to 0 and the state

variable smyye isinitialized to -8. The state variable stays within the range [-8;+8] where the value of -8 means
INACTIVE state and the value of +8 means ACTIVE STATE. If 0< SMge <8 the classifier isin ENTRY state and if
—8< IMgae <0 theclassifier isin INSTABLE state.

If the speech/music classifier isin INACTIVE state, i.e. if Smggie =—8 then the smoothed decision is automatically set
to0,i.e. wiLgy, =0.

The final decision of the speech/music classifier is binary and it is characterized by the flag fau. Theflag isset to O if
fLsap HE =0 and theclassifier isin INACTIVE STATE, i.e. when sMg,e = —8. If thereisatransition from the

ACTIVE state to the INACTIVE or INSTABLE state, characterized by smgq < 0, the flag retainsits value from the
previous frame. If the classifier isin ENTRY state, characterized by 0 < smg4 <8, theflag is set according to
weighted average of past non-binary decisions. Thisis done as follows

8
dec= Z Yentry (SMgate: j)dLUsﬁl] (339)
=

where the weighting coefficients genyry (i, j) are givenin the following table:

Table 18: Weighting coefficients for the ENTRY period of the speech/music classifier

Jentry(, 1) | 1 4 5 6 7 8
1 1 0 0 0 0 0 0 0
2 06 | 04 0 0 0 0 0 0
3 047 | 033 | 02 0 0 0 0 0
4 04 | 03 | 02 | 01 0 0 0 0
5 03 | 025 | 02 | 045 | 01 0 0 0
6 0.233 | 0.207 | 0.18 | 0.153 | 0.127 | 0.1 0 0
7 0.235 | 0.205 | 0.174 | 0.143 | 0.112 | 0.081 | 0.05 | 0
8 0.2 | 0.179 | 0.157 | 0.136 | 0.114 | 0.093 | 0.071 | 0.05
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Figure 17 : Decision tree for transitions between INACTIVE and ACTIVE states of the speech/music

classifier

Theflag fg, issetto1lwhen dec > 2. If the classifier isin astable ACTIVE dtate, the flag retains its value from the

previous frame unless one of the following two situations happens. If wdlLg,, > 0 but the decisionsin the previous three

frames were all “speech”, i.e. fg\],l =0for i=-1,-2,-3, there isatransition from speech to musicand fg, issetto 1. If

wdLg,, <0 but the decision in the previous frame was “music”, i.e. fg,ll] =1, thereisatransition from music to

speechand fg, issettoO.

The speech/music decision obtained by the algorithm described so far will be denoted fg,,; in the following text to

distinguish it from the second stage of the speech/music classifier in which the decision will be denoted fg,, .
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5.1.13.6.5 Improvement of the classification for mixed and music content

The speech/music decision fg,; obtained above is further refined with the goal of improving the classification rate on
music and mixed content. A set of feature parameters are extracted from the input signal and buffered. Statistical
analysisis performed on each feature parameter buffer and a binary speech/music decision fSlVI - isobtained using a

tree-based classification. During the processing the value ‘1’ indicates music and the value ‘0’ indicates non-music. As
aresult of this refinement, the earlier speech/music decision fg,q may be adjusted from ‘0’ to ‘1" if fg,- hasafina

value of ‘1’ in the situation that the fg,1 and fg,- are not aligned with each other.

The feature parameters used to form the feature parameter buffersinclude a spectral energy fluctuation parameter, flux,
atilt parameter of the LP analysis residual energies, tiltg , a high-band spectral peskiness parameter, pk;,, a parameter
of correlation map sum, corg,,, avoicing parameter, vm, and finally three tonal parameters NT , NT 2 and NT; .

Since music is assumed to only existing during high SNR active regions of the input signal, the classification refinement
isonly applied for active frames and when the long-term SNR is high. So, if the SAD flag f| gap indicates that the

current frame is an inactive frame or the long-term SNR SNR, 1 is below athreshold of 25, i.e.

if (fLsap =0l SNR_t < 25), then the classification refinement is terminated without executing fully. In the early
termination case, the speech/music decision fgy1 is kept unchanged and two long-term speech/music decisions
LTfqu’, LTfGy’, aswill be described later in this subclause, are both initialized to 0.5.

Before computing the various feature parameters, percussive music is first detected. Percussive music is characterized
by temporal spike-like signals. First the log maximum amplitude of the current frameisfound as

Az = 20l0g; max(s(i)),  i=0.1....,255 (340)
where s(i) isthe time-domain input frame. The difference between the log maximum amplitude and its moving average
from the previous frame is cal culated

— [
Dita = A — A (341)

where the superscript [-1] denotes the value from the previous frame. Amy,,, is updated at each frame after the

calculation of Dy, if both the normalized pitch correlations of the current frame CL(g]rm and CLlc],rm ascalculated in
defined in subclause 5.1.11.3.2 are greater than 0.9 as

Ao = Am U (- ) Am, (342)

1

where the value ¢ isthe forgetting factor and is set to 0.75 for increasing updates ( AmMygx > AMpa ) and 0.995 for

decreasing updates ( Amyz < m[_ﬂ ). The Dya, the total frame energy E; calculated in subclause 5.1.5.2, the
normalized pitch correlation Cngm defined in subclause 5.1.11.3.2 and the long-term active signal energy Et are used
to identify the temporal spike-like signals. First, certain energy relationship between several past framesis checked. If
Et[’Z] - Et[’3] >6 and Et[’Z] > Et[’l] and Et[’zl - Et[O] >3 and Et[’z] -E >3 and Et[’ll > Et[o] , Where the superscript
[-i] denotesthe i -th frame in the past, the energy envelope of tempora spike-like signal is considered found. Then if
thevoicing is low, that isif O.SCL%]rm + O.ZSCHC],rm + O.25CL%]rm <0.75, the percussive music flag f,c issettol
indicating the detection of spike-like signal, if the the normalized pitch correlations for the second half of the previous
frame, thefirst half of the current frame and the second half of the current frame, CF]%]rm , Cngm and CL%]rm areall less
than 0.75 and the Dyp isgreater than 10, or if simply the long-term speech/music decision LTfg, isgreater than 0.8.

Besides the detection of percussive music, sound attacks are also detected using Et[i] , E;, LTfgy and Dl[t’All , Where

Dl[t’All denotes the Dyp of the previous frame. If Et[O] - Et[_l] >6 and Et[O] —~E >5and LTfg  >0.9 and Dl[t‘Al] >5,
sound attack is detected and the attack flag f,; issetto 3. The attack flag f, isdecremeted by 1 in each frame

afterthe calculation and buffering of the spectral energy fluctuation parameter flux which is claculated from the log
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energy spectrum of the current frame as follows: Firstly, all local peaks and valleysin the log spectrum
Eg(k), k=01,...126, ascalculated in equation (127) are identified. A value of Eg(k) isconsidered asalocal peak if

Eg(K) > Egg(k-1) and Egg(k) > Egg(k+1) . A value of Eg(k) isconsidered asalocal valley if Eg(k) < Egg(k—1) and
Egs(K) < Egs(k+1) . Besides, the first local valley isfound asthe Egg(k) with

Eg(K) < Egg(k+1) and Egz (k) < VE4(i),i =0,...k—1, the last local valley isfound asthe Eg; (k) with

Ege(K) < Egg(k—1) and Egg (k) < VE4 (i), i =k +1,...126 . For each local peak, its peak to valley distance is calculated as

P2v(i) = Ep(i)~ Ey () + Ep()~Epn(@),  i=0L..m-1 (343)

where p2v(i) denotesthe peak to valley distance of the i -th local peak, Ep(i) denotes the log energy of the i -th local

pesk and E,, (i), E,,(i) denote the respect log energy of the local valleys adjacent to the i -th local peak at the lower

frequency side and the higher frequency side, m denotes the number of local peaks. An array called peak to valley
distance map is then obtained as

p2v(i)  if k=idxp()

, k=01...126 344
0 otherwise . (344)

MAP,, (K) = {
where MAP,,, (k) denotes the peak to valley distance map, idxp (i) denotesthe index (or the location) of the i -th local

peak in the log spectrum Egg (k) . The spectral energy fluctuation parameter flux isdefined as the average energy

deviation between the current frame spectrum and the spectrum two frames ago at locations of the local spectral peaks
idxp(i). The flux iscomputed as

flux=— §|E5§<k)—eggﬂ(k> (345)
k=0,MAPp 2y (k)#0

where E[J (k) and ElZ7 (k) denote respectively the log energy spectrum of the current frame and the log energy
spectrum of the frame two frames ago, m denotes the number of local peaks. If m=0, flux issetto 5. The computed
flux isstored into a buffer BUFy(i),i =0,1...59 of 60 framesif thereisno sound attack in the past 3 frames
(including the current frame), that isif fy; <0. Moreover, if the long-term speech/music decision LTfgy- is greater
than 0.8 meaning a strong music signal in previous classifications, then the value of flux isupper limited to 20 before it
isstored into the BUF (i) . The flux buffer BUFy,, (i) isaltered at every first active frame after an inactive

segment (flagged by f| gap ) that all values in the buffer excluding the one just calculated and stored for the current
frame are changed to negative values.

The effective portion of the buffer BUFy, (i) isdetermined in each frame after the calculation and buffering of the
parameter flux . The effective portion is defined asthe portion in the flux buffer BUF g, (i) which contains continuous

non-negative values starting from the value of the latest frame . If percussive music is detected, that isif the percussive
music flag f issetto 1, each valuein the effective portion of the flux buffer BUFy (i) isinitialized to 5.

Thetilt parameter of the LP analysisresidual energies tiltg is calculated as

ZE(i)-E(l)
tiltg = —==-——— (346)
ZE(i)E(i +1)

i=1

where E(i) isthe LP error energies computed by the Levinson-Durbin algorithm. The computed tiltg is stored into a
buffer BUF; (i),i =01...59 of 60 frames.

The high-band spectral peakiness parameter pky, reflects an overall tonality of the current frame at its higher frequency
band and is calculated from the peak to valley distance map MAP,, (k) as
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126

pkp = ZMAPpZV(k) (347)
k=64

The calculated pky, is stored into abuffer BUFp, (i),i =01...59 of 60 frames.

The three tonal parameters NT ,NT 2 and NT, are also calculated from the peak to valley distance map MAPpZV(k) .
NT denotes the first number of harmonics found from the spectrum of the current frame. NT iscalculated as
126

NT = (MAP,, (k) > 55) (349)
k=0

NT 2 denotes the second humber of harmonics also found from the spectrum of the current frame. NT 2 is defined
more strictly than NT and is calculated as

126
NT2= Z(MAPpZV(k) > 80) (349)
k=0

NT, denotes the number of harmonics found only at the low frequency band of the current frame's spectrum and is
calculated as

64
NT = (MAP,, (k) > 80) (350)
k=0

The calculated valuesof NT ,NT2 and NT, are stored into their respective buffers BUFyT (i), BUFNT2 (1) and
BUFyr, (i) al of 60 frames.

The sum of correlation map mg,,, as calculated by

127

Myym = Z M cor (1) (351)

i=0

is also stored into abuffer BUFy,, (i),i =0.1...59 of 60 frames, where M, (j) isthe correlation map calculated in
subclause 5.1.11.2.5.

The voicing parameter vm is defined as the difference of log-likelihood between speech class and music class as
calculated in subclause 5.1.13.6.3. The vm is calculated as

vm=Lg—-Lp, (352)

where Lg, L,, arethelog-likelihood of speech class and the log-likelihood of music class respectively. vmis stored
into abuffer BUF,,(i),i =01...9 of 10 frames.

The speech/music decision fg- is obtained through atree-based classification. The fg,- isfirstinitialized asa

hysteresis of the long-term speech/music decision LTfg,- from the previous frame, i.e.

it LTf Y
f ,:{1 if LTES Y > 05 359

0 otherwise

where the superscript [-1] denotes the value from the previous frame. Then, the fg,- can be altered through successive
classifications. Let LEN denotes the length of the effective portion in BUFy, (i) . Depending on the actual value of
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LEN , different classification procedures are followed. If LEN <5, insufficient datais considered in the feature
parameter buffers. The classification is terminated and the initialized fg,- isused asthefinal fgy-.If 5<LEN <10,

and My arecaculated from BUF, (i), BUFyy (i) and BUFyr (i)
over the effective portion and the variance V¢, calculated over the effective portion from BUFR; (i) is aso obtained.
In addition, the number of positive values N,,,,¢ among the 6 latest valuesin BUF,,(i) is counted. The speech/music
decision fgy- isthensetto 1if Nng <4and any of the following conditionsis fulfilled; M, >1100 or

Mm,, >100 or 4y <0.00008 or My >27. Otherwise, if LEN > 10, the feature buffers are first analysed over the
are calculated

the respective mean values M, My,

sul

portion PORyq containing the latest 10 values. The meanvalues M g, Mg and Mp,
from BUF g (i) , BUFp, (i) and BUF, (i) over PORygand for the same portion the variance Vi, isalso
calculated from BUFy;; (i) .Besides, the mean value of BUF (i) M qyy, , Over ashorter portion of the latest 5 frames

isalso calculated. The N, isfound as the number of positive valuesin BUF,,(i) . The speech/music decision fgy- is
determined without the need to analyse any longer portion if strong speech or music characteristics are found within
PORyg, that is, the fgy- and LTfgy- arebothsetto 1if Ny, <3 and M g, <15 and any of the following

conditionsisfulfilled: M g, <85 or My, ~>1050 or Mp,_ -~ >100 or Vi, <0.001& & M g <12 . The
faw’ and LTfgy- areboth setto O if any of the following conditionsisfulfilled: M g, - >16 or M g, >19 or
M fiux,, >15& & Nyy > 2 or BUFf;(59) 220& & vm> 0. If no classis determined for fg - over the

PORyg values, the fq,- isdetermined iteratively over portions starting from PORyg until the whole effective portion
is reached. For each iteration, the respective mean valuesM gy , M p, and My, are calculated from BUF g (i) ,

BUFp, () and BUFyy_ (i) over the portion under analysis and for the same portion the variance Vy isalso
calculated from BUFy; (i) . The mean value M g,y  is calculated from BUFg, (i) over PORyg, and the number of

positive valuesin BUF, (i), Ny, isaso counted. Thevalueof fg,- issetto 1if N, <3 and any of the following
conditionsisfulfilled: M g, <12+0.05-(LEN —10) & &M g5, <15 or V) <0.0001+0.000018- (LEN —10) or

M pk, >1050-5- (LEN -10) orm,, = >95-03-(LEN -10) . If through the above iteration procedure the fg- isnot set

and if the effective portion reaches the maximum of 60 frames, afinal speech/music discrimination is made from
BUFyr (i), BUFyT, (i) and BUFyt2(i) . The mean value My of the BUFyy (i) , the sum value Syr, of the

BUFyr, (i) , and the sumvalue My, of the BUFyy2 (i) are calculated over the whole buffers. A low frequency tonal
ratio Ry, iscalculated as

Sh,
Rt == (354)

SN2

The fgy issetto1if Myr >18 or Ryy, <0.2. Otherwise, if Myt <1, the fgy issettoO.

If LEN isgreater than 30, then both the two long-term speech/music decisions LTfg,- and LTf&,- are updated at
each frame with fgy- as

LTfgy: =0.97-LTELY +(1-0.97)- fgy- (355)
LTfGy =097-LTf L +(1-097)- fgy- (356)

where the superscript [-1] denotes the value from the previous frame. If the total frame energy E; calculated in
subclause 5.1.5.2 is greater than 1.5 and BUFy7,(59) islessthan 2 and the raw coding mode CT,,,, iseither
UNVOICED or INACTIVE, then an unvoiced counter CT,,, initialized to 300 at the first frame is updated by

CT, =CT,, -8 (357)

Otherwise, CT,,, isincremented by 1. The value of CT,, isbounded between [0, 300]. The CT,,, isfurther smoothed
by an AR filtering as
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LTer, =09- LTS +o1.CTy,, (358)

where LTer,, is the smoothed CT,,, , the superscript [-1] denotes the value from the previous frame. If fg,- issetto 1

in any previous stage, the flag fg,1 isoverridden by fg,- unlessthe long-term speech/music decision LTf§,- as
calculated in equation (356) is close to speech and the smoothed unvoiced counter LTer, exhibits strong unvoiced

characteristic, that is, the fgy issetto 1if fgy-=1and LTfgy- 20.20r LTcr, 2200 .

5.1.13.6.6 Second stage of the speech/music classifier

The second stage of the speech/music classifier has been designed and optimized for the GSC technology. Not all
frames classified as music in the first stage can be encoded directly with the GSC technology due to its inherent
limitations. Therefore, in the second stage of the speech/music classifier, a subset of frames that have been previously

classified as“music”, i.e. for which fq,, =1, are reverted to speech and encoded with one of the CELP modes. The

decision in the second stage of the speech/music classifier isdenoted fg,,, . The second stageis run only for WB,

SWB and FB signals, not for NB. The reason for thislimitation is purely due to the fact that GSC technology is only
applied at bandwidths higher than NB.

The second stage of the speech/music classifier starts with signal stability estimation which is based on frame-to-frame
difference of the total energy of theinput signal. That is

dE, () =ElT—EFY, fori=1..40 (359)

Then, the mean energy differenceis calculated as
o 1 40
dEt = % i_El dEt (|) (360)

i.e. over the period of the last 40 frames. Then, the statistical deviation of the delta-energy values around this mean is
calculated as

15

Edes = \/1—152 (0E, ()~ dE: ] (361)

i=1
i.e. over the period of the last 15 frames.

After signal stability estimation, correlation variance is calculated as follows. First, mean correlation is estimated over
the period of the last 10 frames. Thisis done as

10

_ 1 w

Cnor m2 = 1_0 ,Z_l: CLor]mz (362)
where C ;0 = O.5CL%]rm + O.SCHArm + re and the superscript [-1] is used to denote past frames. Then, the correlation

variance is defined as

10
1 i — 2
Edev = E (CLolr]mz = Crormz2 ) (363)
i=1

In order to discriminate highly-correlated stable frames, long-term correlation is calculated as

~ ~[-1] -1
Crormz =0.9CH 8 +0.aclA (364)
Theflag f, g, issettolif 5#;?%2 > 0.8 and at the sametime Egg, < 0.0005.
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In the next step, attacks are detected in the inputs signal. Thisis done by dividing the current frame of the input signal
into 32 segments where each segment has the length of 8 samples. Then, energy is calculated in each segment as

7
Egy(K) = Zsf,re(sm i), fork=0,.31 (365)
i=0

The segment with the maximum energy is then found by

Kt = Max(Eeg (K)) (366)

and thisisthe position of the candidate attack. In all active frames where f, o, >0 and for which the coding mode

was set to GC, the following logic is executed to eliminate false attacks, i.e. attacks that are not sufficiently strong.
First, the mean energy in the first 3 sub-framesis calculated as

SN (k) (367)
SRR PY VAR

k=0

and the mean energy after the detected candidate attack is defined

31

1

Eatr ===—— Y Egeq(K) (368)
A 32— kg k;&ﬁ =0

and the ratio of these two energiesis compared to a certain threshold. That is

Eafter

if

< 8 thm katt = O (369)
Esrs

Thus, the candidate attack position is set to O if the attack is not sufficiently strong. Further, if the FEC class of the |last
frame was VOICED CLASS and if Egger / Ege3 <20 then kK isasosetto 0.

To further reduce the number of falsely detected attacks, the segment with maximum energy is compared to other
segments. This comparison is done regardless of the selected coding mode and f| g5 -

Eseg (Katt)

Eseg (k)

Thus, if the energy in any of the above defined segments, other than k , is close to that of the candidate attack, the
attack is eliminated by setting ky; to 0.

Initially the speech/music decision in the second stage is set equal to the speech/music decision from the first stage, i.e.
fouo = fau1- Incasethe decisionis“music”, it could be reverted to “speech” in the following situations.

The decision is reverted from music to speech for highly correlated stable signals with higher pitch period. These
signals are characterized by

if freor >0 AND T >130 then fgy, =0 (371)

Further, if the above condition is fulfilled and the selected coding mode was TC, it is changed to GC. Thisisto avoid
any transition artefacts during stable harmonic signal.

In case there is an energetic event characterized by dE; (1) > 4.5 and at the sametime dE; (1) —dE; (2) >10 it could

mean that an attack has occurred in the input signal and the following logic takes place. If, in this situation, the counter
of frames from the last detected onset/transition it¢ , described in subclause 5.1.13.4, has been set to 1 the attack is

confirmed and the decision is changed to speech, i.e. fg,o =0. Also, the coding mode is changed to TC. Otherwise, if
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there has been an attack found by the attack tracking algorithm described above, and the position of this attack is
beyond the end of the third sub-frame, the decision is a so changed to speech and the coding mode is changed to TC.
That is

if kyy =24 then fgy, =0 (372)

Furthermore, an attack flag f4; isset to 1if the detected attack is located after the first quarter of the first sub-frame,
i.e. when ky = 4. Thisflag islater used by the GSC technology. Finally, the attack flag f,; issetto 1inall active
frames ( f gap =1) that have been selected for GC coding and for which the decision in the first stage of the

speech/music classifier was “ speech”. However, it isrestricted only to frames in which the attack islocated in the fourth
subframe. In this case, the coding mode is also changed to TC for better representation of the attack.

As previously described, if fgyich =flag_spitch=1, VC mode is maintained and AC modeis set to O; that is,

if ( fspitch:]- and sanpling rate = 16kHz and bit rate < 13. 2kbps )
{

ISYPRY
}

5.1.13.6.7 Context-based improvement of the classification for stable tonal signals

By using context-based improvement of the classification, an error in the classification in the previous stage can be
corrected. If the current frame has been provisionally classified as “ speech”, the classification result can be corrected to
“music”, and vice versa. To determine a possible error in the current frame, the values of 8 consecutive frames
including the current frame are considered for some features.

Figure 18 shows the multiple coding mode signal classification method. If the current frame has been provisionally
classified as “speech” after the first- and second-stage classification, then the frame is encoded using the CEL P-based
coding. On the other hand, if the current frameisinitialy classified as “music” after the first- and second-stage
classification, then the frame is further analysed for fine-classification of “speech” or “music” to select either the GSC-
based coding or MDCT-based transform coding, respectively. The parameters used to perform the fine-classification in
multiple coding mode selection include:

e Tondlity

e \Voicing

e Modified correlation
e Pitchgain, and

e Pitch difference

The tonality in the sub-bands of 0-1kHz, 1-2 kHz, and 2-4 kHz are estimated as tonalityl, tonality2, and tonality3 as
follows:

max (PS(k))
k=[0.1,...19]

19
Z PS(k)
k=0

max  (PS(k))
k=[20,21,...39]

tonalityl =

tonality2 =
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max _ (PS(K))
tonality3 = X-140:4L--79]

where PS isthe power spectrum. The maximum tonality, tonality , is estimated as,
tonality = max (tonalityd, tonality2, tonality3)

The voicing feature, voicing , isthe same one as used in the unvoiced signal classification. See equation (237) in
subclause 5.1.13.1.1. for the details of its computation. The voicing feature from the first analysis window is used, i.e.

voicing = CL%]rm
The modified correlation, old _corr , isthe normalized correlation from the previous frame.
The pitch gain, lowrate_ pitchGain , is the smoothed closed-loop pitch gain estimated from the previous frame, i.e.,
lowrate _ pitchGain=0.9* lowrate _ pitchGain+ 0.1* gain_ pit
where gain_ pit isthe ACB gainin each of the sub-frames from the previous frame.
The pitch deviation is estimated as the sum of pitch differences between the current frame open-loop pitch , To”ID and the

open loop pitch in the previous three frames, Torl‘o‘l,Tor;,‘2 ,Tor;,‘?’

3
pitch_ diff :Z
i=1

Thefeatures, voicing, old _corr , and tonality are smoothed to minimize spurious instantaneous variations as
follows: It _voicing = ¢ * It _voicing + (1— oy ) * voicing

n—i n
Top' —Top

It _corr =y * It _corr + (1—arpc) * old _corr
[t _tonality = oz * It _tonality + (1— o3, ) * tonality

where ¢4, and oy are 0.1 in active frames (i.e., SAD = 1), and 0.7 in background noise and inactive frames. Similarly,
0315 0.1in active frames and 0.5 in inactive frames.
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l Input frame
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Classifier 2

Speech Music
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Encode with coding mode 1
(e.g., CELP type coder)
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Perform fine classification

Music | Encode with coding mode 3
(e.g., transform coder)

Speech

A

Encode with coding mode 2
(e.g., CELP/transform hybrid coder)

Figure 18 : Multiple coding mode signal classification
The following condition is evaluated to select the GSC or MDCT based coding,

if fgu1 =TRUE AND min(tonalityl, tonality2, tonality3) > 50.0 AND
Ztonalityi > 200.0AND Ztonalityi > 200.0ANDZtonaIityi > 200.0AND It _ tonality < 20000.0 AND
i=1,2 i=2,3 i=1,3
(It _tonality >1000.0 AND max(lt _voicing,voicing) > 0.99)
OR (It _tonality >1500.0 AND It _corr) > 0.99)
OR (It _tonality >3000.0 AND It _lowrate_ pitchGain) > 0.96)
OR (It _ pitch_diff >0 AND It _lowrate __ pitchGain) > 0.89)
then fguy=FALSE, fgy, = FALSE

A hangover logic is used to prevent frequent switching between coding modes of GSC and MDCT-based coding. A
hangover period of 6 framesis used. The coding mode is further modified as per below.

Figure 19 shows two independent state machines, which are defined in the context-based classifier, SPEECH_STATE
and MUSIC_STATE. Each state machine has two states . In each state a hangover of 6 framesis used to prevent
frequent transitions. If there is a change of decision within a given state, the hangover in each stateis set to 6, and the
hangover isthen reduced by 1 for each subsequent frame. A state change can only occur once the hangover has been
reduced to zero. The following six features are used in the context-based classifier (the superscript [-i] is used below to
denote the past frames).

Thetonality in the region of 1~2 kHz, ton, isdefined as

1§ ]
ton, = 0.2* logy gZ{tonalityZ["]} (373)
i=0
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The tonality in the region of 2~4 kHz, tons is defined as

tong = 0.2* l0gyq Jli{tonantye,[—” }2 (374)
8 i=0
The long-term tonality in the low band, ton, 1 isdefined as
ton, 1 = 0.2* logy|it _tonality] (375)
The difference between the tonality in 1~2 kHz band and the tonality in 2~4 kHz band is defined as

d = 0.2* {log; o (tonality2(n)) — log; o (tonality3(n))} (376)

The linear prediction error LP,, isdefined as

7
LPy, = \/% {Fvs[‘”(g)}2 (377)
i=0

where FV(9) has been defined in equation (327).

The difference between the scaled voicing feature FVg(1) defined equation (327) and the scaled correlation map feature
FVs(7) defined in equation (327) is defined as

dyeor = Max(FVs (D) — FVs(7),0) (378)

The following two independent state machines are used to correct errors in the previous stages of the speech/music
classification. The are two state machines are called SPEECH_STATE and MUSIC_STATE. There are aso two
hangover variables denoted hangS|O and hang,,s which areinitialized to the value of 6 frames. The following four

conditions are evaluated to determine the transition of one state to another.

Condition A isdefined as

if dygor > 04 AND d ¢ < 01AND FV(1) > (2*FV(7)+012) AND ton, < dyer AND

tong < dyeyr AND ton, 1 < dyeor AND FV (7) < dyeor AND FVg (1) > dyor AND FV(1) > 076 (379)
then fA =1

Condition B isthen defined as
if dygor <04 then fg =1 (380)
Condition C isdefined as

if 0.26<ton, < 0.54 ANDtong >0.22 AND 0.26 <ton t <0.54 AND LP,, >0.5

(381)
then fc =1
and finally condition D is defined as
if ton, <0.34 ANDtonz < 0.26 AND 0.26 <ton; 1 <0.45then fp =1 (382)
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hangg, =0 hang s =0
condg =1 condp =1
decrement decrement
hang g,
‘@ SPEECH_STATE=0
fam =1 fon =1
hangg, =0 hang,s =0
condp =1 condc =1

Figure 19 : State machines for context-based speech/music correction

The decisions from the speech/music classifier, fg,, and fqg,, arechangedto O (“speech”) if fg,; was previously
setto 1 (“music”) and if the context-based classifier isin SPEECH_STATE. Similarly, the decisions from the

speech/music classifier, fg,, and fg,, arechangedto 1 (“music”) if fg,, waspreviously set to O (“speech”) and if
the context-based classifier isin MUSIC_STATE.

5.1.13.6.8 Detection of sparse spectral content

At 13.2kbps, the coding of music signal benefits from combining the advantages of MDCT and GSC technologies. For
frames classified as music after the context-based improvement, coding mode producing better quality is selected
between MDCT and GSC based on an analysis of signal spectral sparseness and linear prediction efficiency (depending
on the input bandwidth).

For each active frame, the sum of the log energy spectrum PSog(k), k=01...127 is calculated to determine the
spectral sparseness analysis.

127
Spsy, = 2, PSiog (K) (383)
k=0

Then the log energy spectrum Paog(k) is sorted in descending order of magnitude. Each element in the sorted log
energy spectrum PS ogl (k) isaccumulated one by one along in descending order until the accumulated value exceeds
75% of the Spsog . Theindex (or the position), | g5, , Of the last element added into the accumulation can be regarded as
akind of representation of the spectral sparseness of the frame and is stored into a sparseness buffer BUFgy, (k) of 8

frames.

If the input bandwidth is WB, some parameters dedicated to WB are calculated, including the mean of the sparseness
buffer, the long-term smoothed sparseness, the high-band log energy sum, the high-band high sparseness flag, the low-
band high sparseness flag, the linear prediction efficiency and the voicing metric. For other input bandwidths the above
parameters are not calculated. The mean of the sparseness buffer is obtained as

7
1
M gpa =§'Z BUF ga (K) (384)
k=0
Then the long-term smoothed sparseness LTgy, iscaculated as
LTepa =0.75- LTL +0.25- M 4 (385)

where LTS[|5§] denotes the long-term smoothed sparseness in the previous frame, M 4,i,, denotes the average of the four

smallest valuesin the sparseness buffer BUFgy, (K) . The reason of using M4, isto reduce the possible negative
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impact to the LTg,, frominterfering frames. The long-term smoothed sparseness LTgy, isinitialized to the value of
| spa and the sparseness buffer BUFg, (K) isalso initialized to the value of |4y, for all its elementsif the current
frame is the first active frame after a pause. The high-band log energy sum is calculated over PSqq4(k), k =8081...127

127
SPsegh = >, PSiog (K) (386)
k=80
To obtain the high-band high sparseness flag, the high-band log energy spectrum PSqq(k), k =8081,...127 isfirst

sorted in descending order. The ratio of the sum of the first 5 elements (or the 5 largest values) of the sorted high-band
log energy spectrum to the high-band log energy sum is cal culated

4
2 PSognl ()
Reph = k=0 (387)
Spsgh
where PS10g hi (K), k=01,...,47 isthe sorted high-band log energy spectrum. Theratio Ry, can be regarded asakind

of representation of the high-band spectral sparseness of the frame and is stored into a high-band sparseness buffer
BUFgpan (K) . The mean of the buffer BUFgy (K) is calculated. If the mean is greater than 0.2, the high-band high

sparseness flag fspah isset to 1 indicating a high sparseness of the high-band spectrum, otherwise set to 0. Similarly, to
obtain the low-band high sparseness flag, the low-band log energy spectrum PSqg(k), k=0.1...,59 issorted in

descending order and the ratio of the sum of the first 5 elements (or the 5 largest values) of the sorted low-band log
energy spectrum to the low-band log energy sum is calculated

4
D PSigiL (K)
R _ k=0

ol = (388)

59
D PSigg(K)
k=0

where qugl 1K), k=01...,47 isthe sorted low-band log energy spectrum. Theratio Ry, can be regarded asakind

of representation of the low-band sparseness of the frame. If theratio is greater than 0.18, the low-band high sparseness
flag fga issetto 1indicating ahigh sparseness of the low-band spectrum, otherwise set to 0. The LP residual log-

energy ratio of the current frame epsP, as calculated in subclause 5.1.13.5.1 which is shown again below

el 13) ]

389
== (389)

epsP = Iog[
isstored into aLP residual log-energy retio buffer BUFgp(k) of 8 frames. The mean of the buffer BUFgsp(K),
M epsp , i calculated and used to represent the short-term linear prediction efficiency at the current frame. The lower
the Mgpsp isthe higher the short-term linear prediction efficiency is. The scaled normalized correlation FV(1) as

calculated in subclause 5.1.13.5.2 is stored into a voicing buffer BUF, (k) of 8 frames. The mean of the buffer
BUF, (k), M, iscalculated and used to represent the voicing metric at the current frame.

Decision on which coding mode to use (MDCT or GSC) is made for each frame previously classified as music, that is,
for each frame where fg1 issetto 1. GSC coding mode is selected by setting fg, to 1 and changing fgyq to O.

GSC coding mode is selected for frame with extremely non-sparse spectrum, that is, when | g, isgreater than 90. In
this case, the GSC hangover flag fHGSC is also set to 1 meaning that a soft hangover period will be applied. Otherwise,

if fHGSC isset to 1, the current frame isin a soft hangover period where the determination of extremely non-sparse
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spectrum is slightly relaxed, that is, GSC coding mode is selected if |, isgreater than 85. If in above case, |45 is
not greater than 85, GSC coding mode is still selected if | gy, of the current frameis deviating from the average | g5 oOf

its adjacent GSC coded frames by lessthan 7. A maximum of 7 frames are used for the averaging. The selection
between MDCT coding mode and GSC coding mode ends here if the input bandwidth is SWB. For WB input
bandwidth, one more step is applied. In this case, GSC coding mode is also selected if the various sparseness measures
calculated al do not exhibit strong sparseness characteristics and the linear prediction efficiency is assumed high.
Specifically, GSC coding mode is selected if Mgy <—1.3 and M, >0.85 and I, >50 and LTy, > 60 and fqpq

isset to 0 and Spslogh <0.15% Spsog or if condition Spslogh <0.15% Spsog isnot met but fg,a isnot setto 1. In above

case, the GSC hangover flag fy . isasosetto 1. Theflag fy__ issetto 0if GSC coding mode is not selected
through the whole procedure described above.

5.1.13.6.9 Decision about AC mode

The decisionsin the first and in the second stage of the speech/music classifier, refined and corrected by the modules
described so far are used to determine the usage of the AC mode. As mentioned before, in the AC mode GSC
technology is used to encode the input signal. The decision about the AC mode is done always but the GSC technology
isused only at certain bitrates. Thisis described in subclause 5.1.16.

Before making decision about the AC mode, the speech/music classification results are overridden for certain noisy
speech signals. If the level of the background noise is higher than 12dB, i.e. when N; >12, then fgy; = fgys =0.
Thisisa protection against mis-classification of active noisy speech signals.

For certain unvoiced SWB signals, GSC technology is preferred over the UC or GC mode which would normally be
selected. In order to override the selection of the coding mode, thereis aflag denoted fyy gag Whichisset to 1 under

the following condition

if fsap =LAND N; >12 AND fgy; =0 AND BW > SMBAND Cqy =UC then fy syg =1 (390)

where c,,,, istheraw coding mode, described in subclause 5.1.13.2.

The AC modeis selected if fgv|2 =1 or if fUV_SNB =1.

5.1.13.6.10 Decision about IC mode

The 1C mode has been designed and optimized for inactive signals which are basically the background noise. Two
encoding technologies are used for the encoding of these frames, the GSC and the AV Q. The GSC technology is used at
bitrates below 32kbps and the AVQ is used otherwise. The selection of the IC mode at bitrates below 32kbps are
conditioned by fgap =1 whereas for higher bitrates, the condition is changedto | gap =1.

The TC mode and the AC mode are not used at 9.6, 16.4 and 24.4 kbps. Thus, at these bitrates, the coding mode is
changed to the GC mode if it was previously set to the TC or AC mode. Furthermore, the selection of the IC mode at
the previously mentioned bitratesis conditioned only by fgap =1.

5.1.14 Coder technology selection

Multiple coding technol ogies are employed within the EV S codec, based on one of the following two generic principles
for speech and audio coding, the L P-based (analysis-by-synthesis) approach and the transform-domain (MDCT)
approach. Thereis no clearly defined borderline between the two approaches in the context of this codec. The LP-based
coder is essentially based on the CEL P technology, optimized and tuned specifically for each bitrate. The transform-
domain approach is adopted by the HQ MDCT technology. There are aso two hybrid schemes in which both
approaches are combined, the GSC technology and the TCX technology. The selection of the coder technology depends
on the actua bitrate, the bandwidth, speech/music classification, the selected coding mode and other parameters. The
following table shows the alocation of technologies based on bitrate, bandwidth and content.
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Table 19: Allocation of coder technologies per bitrate, bandwidth and content

bitrate 7.2 8 9.6 13.2 16.4 24.4 32 48 64
NB
speech | ACELP ACELP | ACELP ACELP ACELP | ACELP
. HO TCX/HQ TCX/HQ
audio | HQMDCT | "< TCX NIDCT NIDCT TCX
noise GSC GSC TCX GSC TCX TCX
WB
speech | ACELP ACELP | ACELP ACELP ACELP | ACELP | ACELP | TCX | ACELP
audio GSC GSC TCX | GSC/TCX/HQ | TCX/HQ | TCX HO TCX HO
MDCT MDCT MDCT MDCT
noise GSC GSC TCX GSC TCX TCX ACELP | TCX | ACELP
SWB
speech ACELP ACELP | ACELP | ACELP | TCX | ACELP
audio GSCITCX/HQ | TCX/HQ [ TCXHQ | TCXHQ | 1oy HO
MDCT MDCT | MDCT MDCT MDCT
noise GSC TCX TCX ACELP | TCX | ACELP
FB
speech ACELP | ACELP | ACELP | TCX | ACELP
. TCX/HQ | TCX/HQ HO
audio TCX MDCT mMbcT | TSX | wmpcT
noise TCX TCX ACELP | TCX | ACELP

The TCX technology is used for any content at bitrates higher than 64 kbps.

At 9.6kbps, 16.4kbps and 24.4kbps a specific technology selector is used to select either ACELP or an MDCT-based
technology (HQ MDCT or TCX). This selector is described in clause 5.1.14.1.

At all other bitrates, the division into “speech”, “audio” and background “noise” is based on the decision of the SAD
and on the decision of the speech/music classifier.

The decision between the TCX technology and the HQ MDCT technology is done adaptively on a frame-by-frame
basis. There are two selectors, one for 13.2 and 16.4 kbps and the second for 24.4 and 32 kbps. There is no adaptive
selection beyond these bitrates as shown in the above table. These two selectors are described in detail in the subclauses
5.1.14.2 and 5.1.14.3.

5.1.14.1 ACELP/MDCT-based technology selection at 9.6kbps, 16.4 and 24.4 kbps

At 9.6kbps, 16.4kbps and 24.4kbps the decision to choose either ACELP or an MDCT-based technology is not based on
the decision of the speech/music classifier asit is done for other bitrates, but on a specific technology selector described
below.

The technology selector is based on two estimates of the segmental SNR, one estimate corresponding to the transform-
based technology (described in subclause 5.1.14.1.1), another estimate corresponding to the ACEL P technology
(described in subclause 5.1.14.1.2). Based on these two estimates and on a hysteresis mechanism, a decision is taken
(described in subclause 5.1.14.1.3).

5.1.14.1.1 Segmental SNR estimation of the MDCT-based technology

The segmental SNR estimation of the TCX technology is based on asimplified TCX encoder. The input audio signal is
first filtered using a LTP filter, then windowed and transformed using aMDCT, the MDCT spectrum is then shaped
using weighted LPC, aglobal gain isthen estimated, and finally the segmental SNR is derived from the global gain. All
these steps are described in detail in the following clauses.

5114111 Long term prediction (LTP) filtering

The LTP filter parameters (pitch lag and gain) are first estimated. The LTP parameters are not only used for filtering the
audio input signal for estimating the segmental SNR of the transform-based technology. The LTP parameters are al'so
encoded into the bitstream in case the TCX coding mode is selected, such that the TCX LTP postfilter described in
subclause 6.9.2.2 can use them. Note that the LTP filter parameter estimation is also performed at 48kbps, 96kbps and
128kbps even though the parameters are not used to filter the audio input signal in this case.
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A pitch lag with fractional sample resolution is determined, using the open-loop pitch lag T(glg and an interpol ated
autocorrelation. The LTP pitch lag has a minimum value of py;,, , @ maximum value of pp,,, and afractional pitch
resolution p,es. Additionaly, two thresholds pyq and pyg, areused. If the pitch lag islessthan py 5, thefull

fractional precision p;e isused. If the pitch lag is greater than py 4, no fractional lag is used. For pitch lagsin

between, half of the fractional precision p,es isused. These parameters depend on the bitrate and are given in the table
below.

Table 20: LTP parameters vs bitrate

Bitrate Bandwidth | =" s;ggpling LTP framelength Ni1p | Pres | Pmin | Pmax | Pfr1 | Pir2
9.6kbps | NB,WB,SWB |  12.8kHz 256 4 | 20 | 231 | 154 | 121
16;[‘)';;"4 NB 12.8kHz 256 4 | 29 | 231 | 154 | 121
1612‘[1)_;:'4 WB, SWB, FB 16kHz 320 6 | 36 | 289 | 165 | 36
48Kkbps | WB, SWB, FB 25 6kHz 512 4 | 58 | 463 | 164 | 58

9&;@8 WB, SWB, FB 32kHz 640 6 | 72 | 577 | 75 | T2

First the parameter 6 isinitialized depending on the fractional pitch resolution:

8 f =6
s={> " Pre=" (391)
16 |if pres =4
Then the search range for the pitch lag is determined as follows:
. J
tmin = mm[max(TélE Y pmin]a Pmax _5+1j
. (392)
max = Max| min IS + 5 1, Pmax | Pmin +

For the search range, autocorrelation of the weighted input signal S, (including the look-ahead part) is computed (note

that at 48kbps, 96kbps and 128kbps, the weighted input signal is not available, so the non-weighted input signal is used
instead), extended by 4 additional samplesin both directions required for subsequent interpolation filtering:

NTCX -1

Cld)=" D snli)sn(i—d)d = (tmin —4)--{tmax +4)- (393)
i=0

Within the search range, the index and value of the maximum correlation are determined:

CL1p = Cltmin)
ditp = tmin

for d =tyin--tmax . (394)
if (C(d)>C_1p)then
Cirp =C(d)
dirp =d

The maximum correlation value is normalized as follows:
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CrLrp
CLTP,norm = . (395)
Nrex -1 Nrcx -1
sh2 (i) Sp (i —dmax ) [+0.1
i=0 i=0

The fractional precision of the transmitted pitch lag is determined by theinitial pitch lag d| 1p , the maximum fractional
resolution pye, and thethresholds pgq and pgo.

1 , ifdip < pgr2
s={2 , if (dirp > pra)a(dire < Pya)- (396)
Pres » If dipp 2 Pgr

For determining fractional pitch lag the autocorrelation C isinterpolated around the maximum value by FIR filtering:

inter6_1 , if peg=6
int =

interd_1 , if peg=4 (397
3
Crrp,n (f)= Zhnt (ipres + f)C(dL1p —i)+ hin (i + 1) pres — f)C(dy7p +i+1). (398)
i-0
f=is | i=[—b+1}.(b—1]. (399)
s s

Theinteger and fractional parts of the refined pitchlag (d; tp and f 1p ) are then determined by searching the
maximum of the interpolated correlation:

_ 0 » i dirp =tmin
Imin =

_pl‘_eS+1 , ese
S

Crnax = CLTP,int (i mins)
fLrp =iminS

for | :imin...(ij—lj

if (CLTP,int (iS)> Cmax)then
Crax =CL1Pjint (is) . (400)
fLrp =is

if (f_1p <0)then
fLrp = fLTP + Pres
dirp =dip -1

For transmission in the bitstream, the pitch lag is encoded to an integer index 1 1p 159 (that can be encoded with 9 bits)
asfollows:
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(dL7p — Pmin )Pres + fLTP , ifdip < pgr2
Pres fLrp .
I LTPjag = (dre - pfrZ)T"'(pfrZ — Prin Pres =5 , if (dLTP > pira)aldire < pre).(40D)

(dLTP - pfrl)+(pfr1 pfrZ) res (pfrZ pmin)pres , it dip 2 pg

2
Thedecisionif LTP isactivated is taken according to the following condition:

if (bitrate < 48Kbps) » (mode=TCX 20)  (C.1p,normCLEhyyn > 0.25)  (TFM 1 < 35))v

( bitrate> 48kbps) A (mode=TCX10) A (max(C,_pr norm: Cl(_%%)orm)> 0.5) A (MEC 1p < 3.5))v
( (bitrate> 48kbps) A (CLTP,norm > 0-44) A (Lcelp(l-z - CLTP,norm) <dip )) v . (402)
((bitrate> 48Kbps) A (mode=TCX 20) A (CL1p norm > 0.44) A (TFM 1p < 6) v (TFM 1p < 7) A (MEC_1p < 22))))
then
LTR), =1
else
LTP,, =0

with the temporal flatness measure TFM | 1p and the maximum energy change MEC, 1p are computed as described in
clause 5.1.8.

If LTPisactivated, the predicted signal sp¢q is computed from theinput signal s (including the lookahead part) by

interpolating the past input signal using a polyphase FIR filter. The polyphase index of the filter is determined by the
fractional pitch lag:

i_)J~die -1, if figp =0
a _dLTP_Z , €lse

. : (403)
f _{0 s if fLTF’ =0
Pres— fLTp  else
. interG_Ztch(f) , ?f Pres =6 404)
interd_2tex2(f) , if pes=4
3
Spred (N Zh'”t )sli + j+n)n=0..Ntcx —1. (405)
j=0
TheLTPgan g, 1p iscomputed from the input and predicted signals:
Nrcx -1
Z S(n)s pred (n)
~ j=0
= ) 406
9P =N 1 ) (406)
Z (Spred (n))
j=0

For transmission in the bitstream, the gain is quantized to an integer index | 1p gain (that can be encoded with 2 bits)

| L7p,gain = Min([4g 1p —0.5]3). (407)
The quantized gain g tp iScomputed as:
gL1p = 0.15625(1 | 7p,gain +1).- (408)

If the quantized gain is lessthan zero, LTP is deactivated:
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if (I L7p,gain < 0)then LTPy, =0. (409)
If LTPisnot active, the LTP parameters are set as follows:

if (LTP,, =0)then
ditp = Ntex
fLTP = O . (410)
gLe =0
Spred (n) =0, n= O"'NTCX -1
The LTP filtered signal isthen computed, except at 48kbps, 96kbps and 128kbps. The LTP filtered signal is computed
by multiplying the predicted signal with the LTP gain and subtracting it from the input signal. To smooth parameter

changes, a zero input response is added for a 5ms transition period. If LTP was not active in the previous frame, alinear
fade-in is applied to the gain over a 5ms transition period.

If LTP was active in the previous frame, the zero input response z is computed:

3
Zpred (=D N (D)s(i+n) , n=-m.-1. (412)
=0
z(n)=syrp(n)-s(n)+ gitpZprea(n) . N=-m..-1. (412)

The zero input response is then computed by LP synthesis filtering with zero input, and applying alinear fade-out to the
second half of the transition region:

z(n)= —Z a(j)z(n-j)n=0...63. (413)
j=1
z(n)= min( 64-n ,1jz(n),n =0...63. (414
32
z(n)=0,n=64..Nycx —1. (415)

with the LP coefficients are obtained by converting the mid-frame L SP vector of the current frame g4 ; using the
algorithm described in subclause 5.1.9.7. Finally the LTP filtered signal is computed:

o e~ (prev) _
s(n)—min| — 1 S n) if =0
s.rp(n)= ") (64 ngTp prea (V)11 9L n=0..Nrex ~1. (416)

s(n)— gL 1P Spred (N)+ 2(n) ifg (J%rﬁv) #0
5.1.141.1.2 Windowing and MDCT

The LTPfiltered signal s; tp iswindowed using a sine-based window whose shape depends on the previous mode. If
the past frame was encoded with a MDCT-based coding mode, the window is defined as

N-L

w(n)=0, for n:—T,...,—l. (417)

. I\ o
w(n)_smHn+EjZ},for n=0,.,L-1. (418)
w(n)=1, for n=L,..,N-1. (419)
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vv(n):sinKn+%—N+Lj%]for n=N,.,N+L-1. (420)
w(n)=0, for n= N+L,...,3N2+L : (421)

If the past frame was encoded with the ACELP coding mode, the window is defined as

w(n)=0, for n=—%+%,...,—1. (422)

w(n)=1, for n=0,..,N-1. (423)

n)=sin n+1—N+L z ,for n=N,..,N+L-1. 424
2 2L

w(n)=0, for n= N+L,...,%+%. (425)

with L=112, N =256 at 12.8kHz, and L =140, N =320 at 16kHz. Thetota length of the window is 2N (40ms)
when the past frame was encoded with aMDCT-based coding mode and 5N /2 (50ms) when the past frame was
encoded with the ACELP coding mode.

The windowed LTP-filtered signal is transformed withaMDCT using time domain aliasing (TDA) and a discrete
cosine transform (DCT) 1V as described in subclause 5.3.2.2, producing the MDCT coefficients X(i )with

i =0,..,Ltcx =1, Lycx is N when the past frame was encoded with a MDCT-based coding mode and Lycy is
5N /4 when the past frame was encoded with the ACELP coding mode.

5.1.14.1.1.3 MDCT spectrum shaping

The mid-frame L SP vector of the current frame g, q; isconverted into LP filter coefficients Apcx (z) usingthe
algorithm described in clause 5.1.9.7. The LP filter coefficients Arcy (z) are then weighted as described in clause

5.1.10.1, producing weighted LP filter coefficients Arcy ()= Arex (z/ 71)with 7, =0.92at 12.8kHz and 7, =0.94at

16kHz. The weighted L P filter coefficients are then transformed into the frequency domain as described in subclause
5.3.3.2.3.2. The obtained LPC gains are finally applied to the MDCT coefficients as described in subclause 5.3.3.2.3.3,

producing the LPC shaped MDCT coefficients X(i).

When the encoded bandwidth is NB, the MDCT coefficients corresponding to the frequencies above 4kHz are set to

zeros: X(1)=0, i = 0,...,&%—1.

5.1.14.1.1.4 Global gain estimation

A global gain gtcyx isestimated similarly to the first step described in subclause 5.3.3.2.8.1.1. The energy of each
block of 4 coefficientsis first computed:

3
E[K] = 9+10 Ioglo{0.01+ Z X 2[4k + i]} . (426)
i=0

A bisection search is performed with afinal resolution of 0.125dB:

Initialization: Set fac = offset = 128 and target = 500 if NB, target = 850 otherwise
Iteration: Do the following block of operations 10 times

1- fac=fac/2

2- offset = offset — fac
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Lrex /4-1 :
. . E[K] - offset if E[k]—offset >0.3
2- = , Wh =
enet iZ(;ah] wherea{i] {Ootherwise

3- if(ener>target) then offset= offset+fac

If offset<=32, then offset= -128.
The gain isthen given by:

5.1.14.1.1.5 Segmental SNR estimation of the MDCT-based technology

The estimated TCX SNR in one subframe is given by

63
3 [sn(n)? +10°°
n=0

Sfrex =— .
64grcx Orex V2

12Lrex

(427)

Finally, the estimated segmental SNR of the whole encoded TCX frame ssnr¢y is obtained by converting the per-
subframe SNRs snrrcy into dB and averaging them over all subframes.

5.1.14.1.2 Segmental SNR estimation of the ACELP technology

The segmental SNR estimation of the ACELP technology is based on the estimated SNR of the adaptive-codebook and
the estimated SNR of the innovative-codebook. Thisis described in detail in the following clauses.

5.1.14.1.2.1 SNR estimation of the adaptive-codebook

Aninteger pitch-lag per subframe d;,; isderived from the refined open-loop pitch lags d s (seeclause 5.1.10.9).

When the sampling-rate is 12.8kHz, the number of subframe is four, and the integer pitch lags are simply equal to the
refined open-loop pitch lags rounded to the nearest integer.

When the sampling-rate is 16kHz, the number of subframe is five. The refined open-loop pitch lags are first scaled by a
factor of 1.25, then they are rounded to the nearest integer and finally the four obtained integer pitch lags are mapped to
the five subframes. Thefirst integer pitch-lag is mapped to the first subframe, the second integer pitch-lag is mapped to
the second subframe, the third integer pitch-lag is mapped to the third and fourth subframes, and the fourth integer
pitch-lag is mapped to the fifth subframe.

A gain isthen computed for each subframe

63
Z Sh(n)sp (n—dip;)
n=0

9=—4 . (428)
Z Sh (=it Jsn (= iy ) +107°
n=0
The estimated SNR of the adaptive-codebook is then computed for each subframe
63
Z [sh,(n)]? +107®
S aga = 50 : (429)
Z [sh(n)—gsn (n—dj )J* +107°
n=0
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5.1.14.1.2.2 SNR estimation of the innovative-codebook

The estimated SNR of the innovative-codebook snrj,,, isassumed to be a constant, which depends on the encoded
bandwidth and on the bitrate. snr;,,, =0.15 at 9.6kbps NB, snrj,, = 0.059 at 9.6kbpsWB and snrj,, = 0.092 at 16.4
and 24.4kbps WB and SWB.

5.1.14.1.2.3 Segmental SNR estimation of ACELP

The estimated SNR of one ACELP encoded subframe is then computed by combining the adaptive-codebook SNR and
the innovative-codebook SNR.

SNlMgce = SMadaSMino - (430)

Finally, the estimated segmental SNR of the whole encoded ACELP frame ssnr . is obtained by converting the per-
subframe SNRs snr .. into dB and averaging them over all subframes.

5.1.14.1.3 Hysteresis and final decision
The ACELP technology is selected if

SSNN ge +dSSNT > SNy - (431)

otherwise the MDCT-based technology is selected.

dssnr adds hysteresisin the decision, in order to avoid switching back and forth too often between the two coding
technologies. dssnr is computed as described below (dssnr is0 by default). Further, in 12.8 kHz core (i.e., 9.6 kbps
and 13.2 kbps), the dssnr is updated as shown in equation (433a).

if (Ssnrace > SSfrex )/\

(SSNMce < SSNFTex +2) A

((TFM (&) L TFM < 3.25)v (stabfac = 1))/\ . (432)
(num_acelp_ frames < 6)

then

dssnr = -2

if (Ssnrace < SNy ) A

(8SNMace > SSNFrex —2)A

(TFM (P&) LTFM > 3.25)A . (433)
(num_acelp_ frames > 6)

then

dssnr =2

if (s _core=12800) A (offset < 74) A (nonstat > 5) A

(sSNryee >=ssnfrex —4) A (num_acelp _ frames>=1) A
((Ls > Lyyy) A (mean(voicing) > 0.3)) v

(((num_acelp_ frames>=6) A (Lg > Ly —1.5)))

(fqu =0) A (vad _ flag)

then

dssnr =4

(433a)

where offset isdescribed in clause5.1.14.1.1.4, and Lg, L, fgy aredescribed in clause 5.1.13.6, and nonstat is
described in 5.1.11.2.1.
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if (SNR T < 35)

then

if (vad _ flag =1)v (dtx_on = 1))
then )
dssnr = dssnr + 2

else

dssnr = dssnr — 2

(434)

with TFM isthe temporal flatness measure described in clause 5.1.8, stabfac is a stability factor described in
subclause 6.1.1.3.2 but using the unquantized L SF parameters estimated at 12.8kHz, num_acelp _ framesisthe
number of consecutive previous ACELP frames (if the previous frame was not ACELP, num_acelp _ frames=0),
INR, 7 isthelong-term SNR as described in clause 5.1.12, vad _ flag isthe SAD decision as described in clause
5.1.12, and dtx _on indicates whether DTX is enabled or not.

5.1.14.2 TCX/HQ MDCT technology selection at 13.2 and 16.4 kbps

The selection between TCX and HQ MDCT (Low Rate HQ) technology at 13.2 kbps (NB, WB and SWB) and 16.4
kbps (WB and SWB) is done on a frame-by-frame basis and is based on the following measures.

Voicing measures

Spectral noise floor

SAD decision

High-band energy

High-band sparseness (with hysteresis)

The boundaries of frequency bands for the purposes of the TCX/HQ technology selection is set according to the
following table.

Table 21: Boundaries of frequency bands for TCX/HQ MDCT (Low Rate HQ) selection

Band Low band High band Low band FFT High band FFT
width CLDFB CLDFB bLeeT -
bLcLors bycLors
NB 8 10 LFFT 14 LFFT *5/16
WB 12 20 LepT *3/8 Lepr/2
LFFT /2 for
SWB 16 40 sparseness, Leet /2
LeeT *3/8 otherwise

Voicing measure V is defined as the average of pitch gain Cr[]%]rm of the former half-frame and Cr[,lc],rm of the latter half-
frame defined in (81),

V= % (Cr[l%]rm + Cr[llgrm) : (435)

Sparseness measure S is defined as
S=1.-2-p/ b|_[:|:'|' ) (436)
where pisanumber of bins which attain following condition within low band:

E; > max(Ej_y, Ei,1,3.0,109(10) - (E;ot —MDCT_SW_SIG_PEAK_THR)), (437)
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where E; isan averaged energy of all spectrum bands.

High energy measure Eyyig, is defined in terms of CLDFB energy as

1 Bromr -1
J Z E; +0.0001 . (438)

Enigh = 10010 [
j=bLome

(bHcLore —bLcLpre)

Flag indicating the sparseness for high bands, f; gparse = TRUE when
N peak < (brrrt —birrr) - HI_SPARSE_THR , (439)
where N peyc isanumber of FFT binswithin by gy and byper —1 which attain
Ej 2 Eyo +109(10)-MDCT_SW_SI G_LINE_THR . (440)
Otherwise, fy gparse =FALSE.
Flag indicating the sparseness for high bands with hysteresis, f; gparse Hys= TRUE when
N peak < ((OwprT —bLper ) - HI_SPARSE_THR/HYST_FAC) . (441)
Otherwise, fyy sparse HYs=FALSE.

Additionally, fy gparse isset TRUE when following is satisfied:

prev_fiy sparse > 08 & fiy sparse & &(min(C%m, c.cl > voiCING THR) . (442)

E fi00r 1S the averaged energy only for the local minima of the spectrum. With the notation of 5.1.11.2.5, it is defined as:

E foor = D Ege imin () (443)

Nmin
Correlation map sum, mg,,, isdefinedin5.1.11.2.5.

Indication of possible switching, fg,ii, =TRUE when previous core was not Transform coding, or followings are
satisfied.
(prev_Epign <=HI_ENER LO_THR]|
(Enigh <=HI_ENER_LO THR)||
(prev_core==HQ& &(total _brate==13200|| , (444)
fH oaese &&prev_fy opape 20& &prev_ iy opapee <1))|
( prev_core== TCX & &(I fH _SPARSE & & prev_ fH _SPARSE > 0))

where prev_ fy gy and prev_fy oarse are frygy and fyy oparse at the previous frames. Note that
prev_ fyy  oparse isinteger from -1 to 2, while others are all Boolean.

Indication of preference for TCX, frcx = TRUE when followings are satisfied:

(Eiot — Efioor = SIG_HI_LEVEL_THR)& &
((Mgym 2 COR_THR) |

(V > VOICING_THR) || (S= SPARSENESS_THR)) & &
((Evigh < HI_ENER_LO_THR) || (fy_ sparse))

(445)
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Indication of preference for HQ MDCT, fyo = TRUE when followings are satisfied:

(Etot —Efioor <SIG_LO_LEVEL_THR)||

((Mgym <COR_THR-HYST_FAC) & &
(V <VOICING _THR-HYST_FAC)& & , (446)
(S<SPARSENESS THR-HYST_FAQ)|

(total _brate=13200& &! frcx & &transient _ frame)

where transient_frame is the output of the time-domain transient detector (see 5.1.8). For 16.4 kbps, frcy issetto
FALSE and fyg to TRUE when transient_frame is detected.

Based on the above definitions and thresholds listed in the table below, switching between HQ and MDCT based TCX
is carried out as follows. Switching between HQ and TCX can only occur when fg,jicn 1S TRUE. Inthiscase, TCX is

used if frcx is TRUE, or otherwise HQ isused if frcy is TRUE. Inany other case, the same kind of transform

coding is applied asin the previous frame. If the previous frame was not coded by transform coding, HQ is used for the
low rate (13.2 kbps) and TCX for the high rate (16.4 kbps).

In case input signal is noisy speech (noisy_speech flag==TRUE & & vadflag== FALSE) , transition from TCX to HQ is
prohibited at 16.4 kbps.

prev_ fy oparse isresetto Oif fiy oparee iSFALSE, otherwiseit isincremented by one (with a maximum
alowed value of 2)

prev_Epign and prev_ fiy oparee arereset to FALSE and -1, respectively, upon encoder initialization or when a
non-transform-coded frame is encountered.

Table 22: List of thresholds used in TCX/HQ MDCT (Low Rate HQ) selection

Parameter Meaning 13.2 kbps | 16.4 kbps
SIG_LO_LEVEL_THR Low level signal 22.5 23.5
SIG_HI_LEVEL_THR High level signal 28.0 19.0

COR_THR correlation 80.0 62.5

VOICING_THR voicing 0.6 0.4
SPARSENESS_THR sparseness 0.65 0.4
HI_ENER_LO_THR High energy low limit 9.5 125
HYST_FAC Hysteresis control 0.8 0.8
MDCT_SW_SIG_LINE_THR Significant Spectrum 2.85 2.85
MDCT_SW_SIG_PEAK_THR Significant peak 36.0 36.0

5.1.14.3 TCX/HQ MDCT technology selection at 24.4 and 32 kbps

The decision between using the TCX technology or the HQ MDCT (high rate HQ) technology at 24.4 kbps and 32 kbps
for SWB signals is based on the average energy values and peak-to-average ratios of different sub-bands, furthermore,

the average energy values and peak-to-average ratios are calculated by the CLDFB band energy analysis Ec(k) ,

spectral analysis X (k) and the bit-rate.
First, the average energy of three CLDFB sub-bands: 0~3.2kHz, 3.2~6.4kHz and 6.4~9.6kHz Eg,in (i) , i =012 are

calculated according to
. 7 = . .
Egain(i) = Zk:o Ec(k+8i)/8  i=012 (447)
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Second, the spectral peak peak(i) and spectral average avrg(i), i =01 of the FFT sub-bands: 1~2.6kHz and
4.8~6.4kHz are calculated according to

peak(0) = max(X (20), X (21),..., X (20+31))
31

avrg(0) = Zk:o X (20+K)

peak(1) = max(X (96), X (97),..., X (96+31))

avrg(l) = Ziio X (96+K)

(449)

At 24.4kbps, the CLDFB sub-band (4.8~9.6kHz) average energy Egain (3) , and the CLDFB sub-band (400-3.2kHz)

average energy Eg,in(4) are also calculated according to

Egain(3) = Zi()ﬁc (k+12)/12
Egain(4) =8 (Egain(0)—Ec(0)/8)/7

(449)

The pesk energy peakg; and average energy avrgg; of the CLDFB sub-band (8~10kHz) are also calculated according
to

peakgq = max(Ec (20), Ec (21),...,Ec (20+4))

4 _ (450)
avrggg = Zk:o Ec (20+K)

To identify the MDCT coding mode, three conditions are identified:
Condition I:

if Egain(3) >0.8- Egain(4) AND

2.56- peak(0) -avrg(l) > peak(l)- avrg(0) AND

peak(0) - avrg(l) < 5.12- peak(l) - avrg(0)) (451)
then Conditionl =1
else Conditionl =0

Condition I1:

if Egain(3)>0.4- Eggin(4) AND 32- peak(1) <1.5-avrg(l) AND 5- peakgy <1.5-avrggg

. » (452)
then Conditionll =1else Conditionll =0

Condition [11:

if ((2.56- peak(0)-avrg(l) < peak(l)-avrg(0) AND 32- peak(l) >1.5-avrg(1)) OR
(peak(0)-avrg(l) > 2.56- peak(1) -avrg(0) AND 32- peak(l) <1.5-avrg(1))

then Conditionlll =1

elseConditionlll =0

(453)

The primary classifier decision Dypctq @ 24.4kbpsis formed according to

if (conditionl OR conditionll OR conditionlll)
then DMDCTl = 3, |e %Iect HQ' MDCT (454)
ese DMDCTl =1,i.e.select TCX

At 32kbps, further spectral analysisis needed. First, a noise-floor envelope Xy (k) and a peak envelope X, (k) are
calculated as
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X ot (0)=|X Q)

5 (455)
Xt (K)= ot X (K=1) + (1 s )|X(k)| , k=1..Lger -1

and

X, (0)=|X ()

5 (456)
Xp(K)=apX p(k=D+1-ap)X(K)",  k=1. Lger -1

respectively, where the smoothing factors ¢ and o, depend on the instantaneous magnitude spectrum

0.9578, [X(K)|* > Xps (k-1)
O = , (457)
0.6472, |X(K)|" < Xy (k=1

0.4223, [X(K)* > X (k1)
ay = X (458)
0.8029, |X(K)|” < Xp(k—1)

The noise-floor energy E; and the peak envelope energy E, are formed by averaging the noise-floor and peak
envelopes, respectively. That is,

1 Lepr -1
En = Xpt (K) (459)
" Leer Zk:o "
1 Lrrr—1
Ep =1 D Xp(k) (460)

Spectral peaks areidentified in two steps. First, al k for which |X(k)|2 > 0.64- X (k) holds true are marked as peak

candidates. Second, for each sequence of consecutivek , the largest spectral magnitude is kept as a peak representative
for that sequence. Peak sparseness measure Sisformed by averaging the peak distances among the peak
representatives, with S=0if lessthan 2 peaks are identified. Two decision variables are formed

isclean = E,, /Epy >147.87276

) (461)
issparse=S>12

The pesk energy peakg, and average energy avrgg, of the CLDFB sub-band at10~12 kHz are calculated according to

peakg, = max(E¢ (25), Ec (26),..., Ec (25+4))

awrggs, = Zi:o Ec(25+K) (462
Three conditions are then checked.
Condition I:
if (Egain(2) >1.2- Egain(1)) then Conditionl =1 else Conditionl =0 (463)
Condition I1:

if Egain(2) > 0.8 Egsin(1) AND 5- peakg, >2.0-avrge, then Conditionll =1 elseConditionll =0 (464)

Condition I11:

if 2.25- peak(0)-avrg(l) < peak() - avrg(0) OR peak(0)-avrg(d) > 2.25- peak(l) - avrg(0))

then Conditionlll =1 else ConditionlIl =0 (465)
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The primary classifier decision Dypct4 at 32kbpsis formed according to

if ((isclean@issparse) OR conditionl OR conditionll OR conditionlll)
then Dypct1 =3, i.e. select HQ MDCT technnology (466)
else Dypcry =1i.e.select TCX technology

To increase the classifier stability for both 24.4kbps and 32kbps, the primary classifier decision DypctqiS|0w-pass
filtered from frame to frame.

= —[1]
Dyiocrt = 0-2Dyipers + 08Dk (467)

Finally, hysteresisis applied such that the classifier decision from the previous frame is only changed if the decision
passes the switching range [1.1,1.6]
if (ELh(0) > 0.5 Egyin(0) AND EL1 (0) < 2.0- Egyn (0) AND

(Efain(D > 0.5 Egajn (1) AND Efgih (1) < 2.0- Eqgin (D)

gain gain
fina _ ~[-1]
then Dyper = Duper (468)

= 1] = final
eseif DMDCTl > Dl[\/lD]CT & &DMDCTl >1.6 then Dl\/llgaCT =3

dseif BMDCTl <1.1 then D,\f/:ge(lzl:-l— =1
If none of these conditions are met, the previous classifier iskept, i.e. D,{,}B%T = D[,\;é]CT .and the buffers are updated as
follows
—rq _
DIE/ID]CTl =Dmper1

[-1] _ N final
DMDCT_DMDCT

ELI @) = Egain(@)

gain

ELh (0) = Eguin(0)

(469)

5.1.144 TD/Multi-mode FD BWE technology selection at 13.2 kbps and 32 kbps

Theinput WB or SWB signal isdivided into low band signal and high band signal (wideband input) or super higher
band signal (super wideband input). Firstly, the low band signal is classified based on the characteristics of the low band
signal and coded by the L P-based approach or the transform-domain approach.

The selection between TD BWE and multi-mode FD BWE technol ogy of super higher band signal or high band signal
at 13.2 kbps (WB and SWB) and 32 kbps (SWB) is performed based on the characteristic of the input signal and coding
modes of the low band signal. Except for MDCT mode, if the input signal is classified as music signal, the high band
signal or the super higher band signal is encoded by multi-mode FD BWE;if the input signal is classified as speech
signal, the high band signal or the super higher band signal is encoded by TD BWE. In the case that the low band
signal is classified as |C mode, the high band signal or the super higher band signal is also encoded by multi-mode FD
BWE.

If the decision in the first stage of the speech/music classifier fg,, =1, i.e. theinput signal is classified as music signal,
or the decision in the first stage of the speech/music classifier fg,, = 0and the decision in the second stage of the

speech/music classifier fg,, =1, or thelow band signal is classified as IC mode, the high band or the super higher

band signal is encoded by multi-mode FD BWE, otherwise, the high band or super higher band signal is encoded by TD
BWE. It is noted that, when the flag of the super wideband noisy speech fyy gag =1, the super higher band is

encoded by TD BWE. It is the same TD/multi-mode FD BWE technology selection for FB inputs.
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5.2 LP-based Coding

In general terms, speech dominated content is encoded using Analysis-by-Synthesis Linear Prediction (LP) paradigm.
At some low bitrates configurations, the LP-based coding is used also for generic audio. On the other hand, LP
prediction is not used above 64 kb/s. The LP-based coding consists in encoding the LP excitation signal and the speech
spectral envelope, represented by the LP filter coefficients. Depending on the particular characteristics of a speech
frames, different flavours of the excitation coding are used to encode voiced or unvoiced speech frames, audio frames,
inactive frames etc.

Theinternal sampling rate of the LP-based coding is rather independent of the input signal sampling rate. Instead, it
depends on the encoded bitrate to optimize coding efficiency. In the EVS, there are two different internal sampling rates
used — 12.8 kHz is used up to 13.2 kb/sinclusively, and 16 kHz sampling rate is used for higher bitrates. It means that
up to 13.2 kb/s, the LP-based encoding coversfirst 6.4 kHz of the input signal while from 16.4 kb/s and up the LP-
based encoding covers 8 kHz of the input. For NB signals, the sampling rate is always 12.8 kHz.

For other than NB signals, the upper bandwidth (not covered with the L P-based coding) is then encoded using
bandwidth extension (BWE) technologies, ranging from blind BWE at the lowest bitrates, parametric BWES optimized
to different content at higher bitrates, up to full encoding of the upper bandwidth spectrum at the highest bitrate (64
kb/s).

The basic block for the LP excitation coding is a subframe. The size of the subframe in samplesisindependent of the
internal sampling rate. It equalsto 64 samples. It meansthat at 12.8 kHz internal sampling rate, EV'S uses 4 subframes
of 5 mswhile at 16 kHz internal sampling rate, EV S uses 5 subframes of 4 ms.

5.2.1 Perceptual weighting

The encoding parameters, such as adaptive codebook delay and gain, algebraic codebook index and gain are searched
by minimizing the error between the input signal and the synthesized signal in a perceptually weighted domain.
Perceptual weighting is performed by filtering the signal through a perceptual weighting filter, derived from the LP
filter coefficients. The perceptually is similar to the weighting also used in open-loop pitch analysis. However, an
adaptive perceptua weighting is used in case of LP-based excitation coding.

The traditional perceptual weighting filter W(z)= A(z/y;)/A(z/y,) hasinherent limitationsin modelling the formant

structure and the required spectral tilt concurrently. The spectral tilt is more pronounced in wideband signals due to the
wide dynamic range between low and high frequencies. A solution to this problemisto introduce a pre-emphasis filter
at the input and enhance the high frequency content in case of wideband signals. The LP filter coefficients are then
found by means of LP analysis on the pre-emphasized signal. Subsequently, they are used to form a perceptual
weighting filter. Itstransfer function is the same as the LP filter transfer function but with the denominator having fixed
coefficients (similar to the pre-emphasis filter). In this way, the weighting in formant regions is decoupled from the
spectral tilt as shown below. Finally, the pre emphasized signal is filtered through the perceptual filter to obtain a
perceptually weighted signal, which is used further.

The perceptual weighting filter has the following form

W(2)= Az 71)H de-ampn (2) = A2/ 1)/ 11— 1272 (470)
where
H (2= ; (471)
de—-emph (1_ ,31271)

and fisequa to 0.68.

Because A(z) is computed based on the pre-emphasized signal spre(n)., thettilt of thefilter 1/ A(z/ ;) is less

pronounced compared to the case when A(z) is computed based on the original signal (as the pre-emphasized signal

itself exhibits less spectral tilt than the original wideband signal). Since de-emphasisis performed in the decoder, it can
be shown that the quantization error spectrum is shaped by a filter having a transfer function
1/W(2)H ge—empn(2) =1/ A/ 71) . Thus, the spectrum of the quantization error is shaped by afilter whose transfer
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functionis 3/ A(z/7,) , with A(z) computed based on the pre-emphasized signal. The perceptual weighting is performed

on aframe basis while the LP filter coefficients are calculated on a subframe basis using the principle of LSP
interpolation, described in subclause 5.1.9.6. For a subframe of size L = 64, the weighted speech is given by

6
sh(n)=spre(n)+Za1- 7 Spre(n—i)+ B sn(n-1), n=0,...,L-1 (472)
i=1

5.2.2 LP filter coding and interpolation

5.2.2.1 LSF quantization

5.2.2.1.1 LSF weighting function

For frame-end L SF quantization, the weighting given by equation (481) is defined by combining the magnitude
weighting, frequency weighting, IHM and squared IHM.

Asshownin figure 19, since the spectral analysis and LP analysis use similar temporal sections, the FFT spectrum of
the second analysis window can be reused to find the best weighting function for the frame-end L SF quantizer.

Ist analysis window 2nd analysis window

A
v

previous frame current frame next frame
Relative positions of thespectral analysis windpws

1st analysis window 2nd analysis window
/g/ﬂ—) ————— —— o — Y
\ \
I B N !
e e e e e e e o o = = = -
il » d » d »
Y Lain) LY >
previous frame current frame next frame

Relative positionsand length of the L P analysiswindows

Figure 19: LSF weighting computation with FFT spectrum
Figure 20 is a block diagram of a spectral analysis module that determines a weighting function. The spectral analysis

computation is performed by a pre-processing module and the output is alinear scale spectrum magnitude which is
obtained by FFT.
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Figure 20: Block diagram of LSF weighting computation

In the Normalization block, the LSFs are normalized to arange of 0to K -1. The LSFs generally span the range of 0 to
7 . For a12.8 kHz internal sampling frequency, K is 128 and for a 16 kHz internal sampling frequency, K is 160.

The Find magnitude weighting for each normalized L SF block determines the magnitude weighting function W, (n)
using the spectrum analysis information and the normalized L SF.

The magnitude weighting function is determined using the magnitude of the spectral bins corresponding to the
frequency of the normalized L SFs and the additional two magnitudes of the neighbouring spectral bins (+1 and -1 of the
spectral bin corresponding to the frequency of the normalized L SFs) around the spectral bin.

The spectral magnitude is obtained by a 128-point FFT and its bandwidth corresponds to the range of 0 to 6400 Hz. If
the internal sampling frequency is16 kHz, the number of spectral magnitudes is extended to 160. Because the spectrum
magnitude for the range of 6400 to 8000 Hz is missing, the spectrum magnitude for this range will be generated by the
input spectrum. More specifically, the average value of the last 32 spectrum magnitudes which correspond to the
bandwidth of 4800 to 6400 Hz are repeated to fill in the missing spectrum.

The final magnitude function determines the weighting function of each magnitude associated with a spectral envelope
by extracting the maximum magnitude among the three spectral bins.

W (n) = (,/wf (n)- Min)+2 for n=0,...,M-1 (473)

where Min is the minimum value of w; (n) and
w; (n) =10log(Emax (M), for n=0,...,M-1 (474)
where M =16 and the E 5, (n) isthe maximum magnitude among the three spectral binsfor each LSF.

In the Find frequency weighting for each normalized L SF block, the frequency weighting function W, (n) is determined
by using frequency information from the normalized L SF.

The function determines the weighting function of each frequency using the predetermined weighting graph which is
selected by using the input bandwidth and coding mode. There are two predetermined weighting graphs, as shown in
figure 21, which are determined by perceptual characteristics such as Bark scale and a formant distribution of the input
signal.

The function corresponding to graph (a) in figure 21 is as follows.
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Sin{n-. fn(n)

12 j
05+ ———~=, for f,,(n) =[0,5],
W (n) = 12 (475)
, for f,(n)=[6,127] for WB and [6,159] for WB16kHz

121

The function corresponding to graph (b) in figure 21 is as follows.

(7[' fn(n)J
0.5++, for f,(n)=[05],
W, (n) =41.0, for f,,(n)=[6,20], (476)

1
, for f(n) =[21127] for WB and [21,159] for WB16kHz.
A0 (1) =[21127] [21159]
2
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Figure 21: Frequency weighting functions

Next, the FFT weighting function W; (n) is determined by combining the magnitude weighting function and the
frequency weighting function. Computing the FFT weighting function Ws (n) for frame-end L SF quantization is

performed as follows:

W5 (n) =Wy (n)-W,(n), n=0,...,M-1 (477)

The FFT weighting function uses different types of frequency and magnitude weighting functions depending on
frequency bandwidth (NB, WB or WB16 kHz) and coding modes (UC or others such asVC, GC, AC, ICand TC).

Along with the FFT weightings W, , another weighting function called the inverse harmonic mean (IHM) is computed

and defined as:
1 1

+ , n=0,..,M-1 (478)
Isf, —Isf , Isf, ., —Isf,

VVIHM (n) =

The LSFs Isf , are normalized between 0 and 77 , where the first and the last weighting coefficients are calculated with
this pseudo LSFs Isf; = 0and Isf,, = 7. M isthe order 16 of the LP model.
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IHM approximates the spectral sensitivity of L SFs by measuring how close adjacent L SFs come. If two L SF parameters
are close together the signal spectrum has a peak near that frequency. Hence a L SF that is close to one of its neighbours
has a high scalar sensitivity and should be given a high weight. The sensitivity of close neighbours LSF is even
enhanced by computing the squared of IHM:

W2 () =W, (N)- Wiy, (), n=0,...M-1 (479)

The three set of weightings, W , W,,,,, , and V\/IHMZ are gathered into an M by 4 matrix as follows:

1 W (0) W2 (0) W; (0)

ot W® W ® WO o)
1 VVIHM(M _1) VV,HMZ(M _1) Wf(M _1)

The set of weightings are combined linearly by multiplying the matrix E by a constant column vector P of dimension
M:

W=E.P (481)

The vector P isdifferent for NB, WB/SWB at internal sampling rate 12.8 kHz and WB/SWB at internal sampling rate
16 kHz. The vectors P are derived off-line over atraining data by minimizing the distance of the linear combination W
and the weightings derived mathematically based on Gardner and Rao method, weightings near-optimal  but too
complex for being computed on-line compared to an heuristic approach.

5.2.2.1.2 Bit allocation

The frame-end L SF quantization codebooks and bit allocations depend on the selected coding mode. In addition,
different codebooks are used for NB, WB and WB 16kHz modes. This means there is a separate, optimized codebook
for each coding mode and for each input bandwidth. In NB mode the L SF vectors are in the range of 0-6400Hz
athough the input signal has content only up to 4kHz. The WB mode corresponds to the mode where the LSF
parameters are estimated in the 0-6400Hz range. The WB2 mode corresponds to the mode where the LSF parameters
are estimated in the 0-8000Hz range and it is used in general for the higher bitrates.

Table 23 shows the bit allocation for frame-end L SF quantization for each coding mode.
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Table 23: Bit allocation for LSF vectors

ACELP core . . . . . .
bitrate (kbps) Inactive | Unvoiced | Voiced | Generic | Transition | Audio

3.6 0 27 16 22 0 0

7.2 22 37 31 29 31 22

8.0 22 40 36 33 34 22

9.6 31 31 31 31 0 0

13.20 31 0 38 38 40 31

16.40 31 0 31 31 0 31

24.40 31 0 31 31 0 31

32.00 41 0 0 41 41 0

64.00 41 0 0 41 41 0

5.2.2.1.3 Predictor allocation

There are three possible cases. In safety net only the mean removed L SF vectors are quantized with the multi stage
guantizer. In MA predictive quantization the MA prediction error is quantized with the MSV Q. In switched safety net
/AR predictive there is a sel ection between quantizing the mean removed L SF vector and the AR prediction error. Table
24 specifies for each coding type and each bandwidth which quantization scheme is used. The valuesin the table
indicate safety net (0), MA prediction (1), and AR prediction combined with safety net (2). Thevalue “-1“ indicates
that the corresponding mode is not used. The coding modes that employ switched safety net/ AR prediction use one bit
to signal which one of the two variantsis used.

Table 24: Predictive mode type for LSF quantizer

Inactive | Unvoiced | Voiced | Generic | Transition | Audio
Narrowband 1 1 2 2 0 2
Wideband <9.6kbps 1 1 2 2 0 2
Wideband 16kHz 1 -1 2 1 0 1
Wideband >=9.6kbps 1 1 2 1 0 1

The predictor values are optimized for al quantizer modes. For a given coding mode and bandwidth, all bitrates use the
same predictor values. In general LSF values for voiced speech are considered quite stable over several consecutive
frames. Consequently the corresponding AR predictor has the highest coefficient values. Other AR predictor
coefficients are dightly lower. For the MA predictor the same value of 1/3 is used everywhere. Thevaueis
significantly lower than for AR coefficients since the quantization error starts oscillating over timeif the MA coefficient
istoo large. The value is experimentally chosen to provide reasonable prediction efficiency, stability and good error
recovery.

5.2.2.1.4 LSF quantizer structure

A safety net, predictive or switched safety-net predictive multi-stage vector quantizer (MSVQ) is used to quantize the
full length frame-end L SF vector for al modes except voiced mode at 16 kHz internal sampling frequency. The last
stage of the MSVQ isamultiple scale lattice vector quantizer (MSLV Q) [22]. For each coding mode number of 1to 4
unstructured VQ stages are used followed by a MSLVQ stage. The number of stages, number of bits per each stage and
the codebook names for each coding mode are detailed in table 25. The codebook names are mentioned to illustrate how
some of the codebooks are reused between modes.
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Table 25: Optimized codebooks and their bit allocation for LSF quantizers

Bits in L
Codin Bits VQ VQ Bits VQ B'S‘tsa' ”e\s’Q
9 safety stages — Codebooks predictive ge: Codebooks
mode net safet mode predictive
y mode
net
Inactive NB - - - 5 5 IAA_ MA1
Unvoiced ) i i 444 UvD_MA1
NB UVvD MA2
. SVNB_SN1 GESVNB_AR1
Voiced NB 8 ar4 SVNB_SN2 6 3+3 GESVNB_AR2
. GETRNB_SN1 GESVNB_AR1
Generic NB 9 5*4 | GETRNB SN2 6 3+3 GESVNB_AR?
Transition 544 GETRNB_SN1 i i )
NB GETRNB_ SN2
Audio NB 4 4 AUNB SN1 0 0 -
Inactive WB - - - 5 5 IAA MA1
Unvoiced UVD_MAL
WB - - - 12 4+4+4 UVD_MA2
UVWB_MA3
. SVWB_SN1 GESVWB_AR1
Voiced WB 8 ar4 SVWB_SN2 6 3+3 GESVWB_AR2
. GETRWB_SN1 GESVWB_AR1
Generic WB 9 5*4 | GETRWB SN2 6 3+3 GESVWB_AR2
Transition 544 GETRWB_SN1 i i )
WB GETRWB_SN2
Audio WB 4 4 AUWB SN1 0 0 -
Inactive
WB?2 - - - 5 5 IAA_MAL
Unvoiced ) i i i i )
WB2
Voiced WB2 - - BC-TCVQ - - BC-TCVQ
Generic
WB2 - - - 5 5 GEWB2_MA1l
Transition TRWB2_SN1
WB2 8 A+4 TRWB2 SN2 - - -
Audio WB2 - - - 5 5 AUWB2 MA1l
CNG 4 4 CNG_SN1 - - -
Generic WB
>= 9.6kbps - - - 5 5 GEWB_MAL1l

The WB2 voiced mode is using BC-TCVQ technology detailed in subclause 5.2.2.1.5.

Overall the optimized VQ codebooks use 14,368 kBytes and the MSLV Q parameters use 9.304 kBytes, including CNG
mode.

The remaining L SF quantizer bits are used for the MSLVQ stage. The quantization in all the stages is done such that it
minimizes a weighted Euclidean distortion. The calculation of the weightsis detailed in subclause 5.2.2.2.1. The search
in the multi-stage quantizer is done such that at most 2 candidates are kept per stage. For each candidate obtained in the
search in the unstructured optimized VQ, aresidua LSF vector isformed by subtracting from the L SF vector the
codevectors obtained in each unstructured VQ stage. If there is one optimized VQ stage two residual L SF vectors are
obtained, if there are two optimized VQ stages, 4 candidates are obtained and so on.

Each residual L SF vector is split into two 8-dimensional sub vectors. Each sub vector is coded as follows. The lattice
codebook obtained through the reunion of three Ds* lattice truncations differently scaled. Each lattice truncation has a
different number of leader classes. The leader classes contained in the lattice truncations are given in table 26.
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Table 26: Lattice leader class vectors

Leader Leader

class Leader class vector class Leader class vector

index index
0 1.0, 1.0, 0.0, 0.0, 0.0, 0.0,0.0,0.0 25 3.0,1.0,1.0,1.0,1.0,1.0,0.0,0.0
1 0.5, 0.5, 0.5, 0.5, 0.5,0.5,0.5, 0.5 26 3.0, 2.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0
2 1.0,1.0,1.0, 1.0, 0.0, 0.0, 0.0, 0.0, 27 15,15,15,15,1.5,1.5,0.5, 0.5
3 2.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0 28 25,15,15,15,0.5,0.5,0.5,0.5
4 1.5,05,05,0.5,05,0.5,0.5,05 29 2.5,25,0.5,0.5,05,0.5, 05,05
5 1.0,1.0,1.0,1.0,1.0,1.0,0.0,0.0 30 3.5,05,0.5,05,05,0.5, 05,05
6 2.0,1.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0 31 2.0,2.0,2.0,1.0,1.0,1.0,1.0,0.0
7 1.5,1.5,0.5,0.5,05,0.5,0.5,05 32 2.0,2.0, 2.0, 2.0,0.0,0.0,0.0,0.0
8 1.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0 33 3.0,1.0,1.0,1.0,1.0,1.0,1.0,1.0
9 2.0,1.0,1.0,1.0,1.0,0.0,0.0,0.0 34 3.0,2.0,1.0,1.0,1.0,0.0,0.0,0.0
10 2.0, 2.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0 35 4.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0
11 1.5,15,15,0.5,0.5,0.5,0.5,0.5 36 15,15,15,15,15,1.5,1.5,0.5
12 2.5,0.5,05,0.5,05,05,05,05 37 25,15,15,15,15,0.5,0.5,0.5
13 2.0,1.0,1.0,1.0,1.0,1.0,1.0,0.0 38 25,25,15,05,05,0.5 05,05
14 2.0,2.0,1.0,1.0,0.0,0.0,0.0,0.0 39 3.5,15,0.5,0.5,05,0.5 05,05
15 3.0, 1.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0 40 2.0,2.0,2.0,2.0,1.0,1.0,0.0,0.0
16 15,15,15,15,0.5,0.5,0.5, 0.5 41 3.0,2.0,1.0,1.0,1.0,1.0,1.0,0.0
17 2.5,15,0.5,0.5,0.5,0.5,05,0.5 42 3.0, 2.0, 2.0, 1.0, 0.0, 0.0, 0.0, 0.0
18 2.0,2.0,1.0,1.0,1.0,1.0,0.0,0.0 43 3.0, 3.0, 0.0, 0.0, 0.0,0.0,0.0,0.0
19 2.0,2.0, 2.0,0.0,0.0,0.0,0.0,0.0 44 4.0,1.0,1.0,0.0,0.0,0.0,0.0,0.0
20 3.0,1.0,1.0,1.0,0.0,0.0,0.0,0.0 45 15,15,15,15,15,1.5,15,1.5
21 15,15,15,15,1.5,0.5,0.5, 0.5 46 25,15,15,15,15,15,0.5,0.5
22 25,15,15,05,05,05,05,05 47 25,25,15,15,05,05,0.5,0.5
23 2.0,2.0,1.0,1.0,1.0,1.0,1.0,1.0 48 3.5,15,15,05,05,0.5,05,0.5
24 2.0,2.0,2.0,1.0,1.0,0.0,0.0,0.0 49

Given the hitrate available for the | attice codebook, the codebook is thus defined by a set of three integers representing
the number of leader vectors for each truncation and three positive real number representing the scale for each lattice
truncation. For instance a multiple scale lattice structure is defined by the number of leaders (20, 14, 5, 16, 10, 0) and
the scales (1.057, 1.794, 2.896, 1.154, 1.860, 0.0). It means that the first subvector is quantized with a structure having
three lattice truncations having 20, 14, and 5 leader classes respectively, which are scaled with the scales 1.057, 1.794,
2.896, respectively. The second subvector has only two truncations having 16 and 10 leader classes respectively. The
truncations are ordered such that, for each subvector, their number of leader classesis descendingly ordered.

The difference in number of bits between the total number of bits for L SF end encoding, the prediction bit if needed and
the number of bits used for unstructured VQ is used for the MSLV Q stage. The quantization in all the stages is done
such that it minimizes a weighted Euclidean distortion. The calculation of the weightsis detailed in subclause 5.2.2.1.1.

Suppose X isthe current LSF 8-dimensional sub vector and w its corresponding weight vector. The vector X is
normalized, i.e. component wise multiplied with the inverse of the off line estimated standard deviation. The resulting
vector X isfurther sorted in descending order based on the absolute value of its components and the weights vector is

arranged following the same order. Let X' be the vector of descendingly sorted absolute valuesof X and W' the
correspondingly sorted weights vector. The weighted distance to the best codevector of each leader class corresponds
to:

8 8 8
”x'—sjlk"W :Zx‘2 (.)wo)-zstwo)x(|)|k(|)+sjzz\/\r(|)||§(|) (482)

i=1 i=1 i=1
where |, isthe leader vector corresponding to class K and S; isthe scale of the truncation ] - Each lattice codebook

has at most 3 truncations with their corresponding scales. Each truncation has a given number of leader vector classes.
The sum of cardinalities of the classes for the truncations forming the codebook for the first L SF subvector and for the
second subvector are within the number of bits for the considered operating point given by the overall bitrate and
bandwidth. Computing in the transformed input space the second and the third terms from equation (482) directly gives

arelative measure of goodness for the best codevector from the leader class K and truncation | which may be
considered as a potential codevector for the truncation | and the leader class K .
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8 8
dig =-25; > WXl () +s? > wiIZ() (483)
i=1

i=1

The part of equation (483) that isindependent of the scale is calculated only once for all the leader classes from the first
truncation, which is the one having the highest number of leader classes. When adding the last term to the first sum of

equation (483) the product X' (8)I, (8) is considered with negative sign if the parity constraint of the leader K is not
obeyed by the signs of the vector X . The contribution of the scale valuesis considered only afterwardsin order to
obtain the value dy; . The leader class vector K and the truncation j having the smallest dkj correspond to the

codevector of the current input vector. The inverse permutation of the sorting operation on the input vector applied on
the winning leader vector |k gives the lattice codevector after applying also the corresponding signs. If the parity of

leader vector |k isOthe signsareidentical to the signs of the input vector. If the parity is 1 the signs are similar to the

signs of the input vector with the constraint that the number of negative componentsis even. If the parity is -1 the signs
are similar with signs of the input vector with the constraint that the number of negative componentsis odd. The final
codevector is obtained after multiplication with the scale s; and with the inverse of the component-wise off-line

computed standard deviation. The standard deviations are individually estimated for each coding mode and bandwidth.

The candidate quantized L SF vectors are obtained by adding each lattice quantized residual to the corresponding
candidates from the upper stages. The obtained candidates are increasingly sorted. For each sorted candidate the
weighted Euclidean distortion with respect to the original L SF vector is calculated. The candidate that minimizes this
distortion is selected as codevector to be encoded. The indexes corresponding to the first unstructured optimized VQ
codebooks together with the index in the lattice codebook are written in the bitstream. The index for the lattice
codebook is obtained as described in subclause 5.2.2.1.4.2.

For the CNG mode, using atotal of 29 bits for the L SF quantization, the multiple scale | attice codebook structureis
specific to each of the 16 codevectors obtained in the first stage. In addition based on the value of the last component of
the 16 dimensional L SF vector only part of the first stage codebook is searched. If the last component of x islarger
than 6350 then the search is done only for the first 6 codevectors of the first stage and the L SF vector corresponds to
internal sampling frequency of 16kHz, otherwise the search is performed within the last 10 codevectors of the first
stage.

5.22.14.1 Selection between safety net and predictive mode

For the modes where switched safety-net prediction is alowed the selection between the two is done as follows. For
frame error concealment reasons safety net isimposed, and variable force_sf setto 1, under the following conditions:

- first three ACELP frames after an HQ frame

- in voiced class signals, if the frame erasure mode L SF estimate of the next frame based on the current frameisat a
distance from the current frame L SF vector larger than 0.25. The distance, or stability factor, is calculated as:

sf =1.25— 256 D (484)
400000 frame_len

where frame_len is the frame length of the current frame and D is the Euclidean distance between the current frame

L SF vector and the FER estimate for the next frame. Inthis case force_sf calculated at the current frameis stored in

memory for use at the subsequent frame, thereby forcing the safety net decision for the subsequent frame when
force_sf isequal to 1.

- some cases of rate switching
Safety net usage is decided by the following code line:
if ( force_sf || Err[0] < abs_threshold || Err[0]*(*streaklimit) < 1.05 * Err[1])

Thus the safety net mode is selected if force_sf isenabled or if for the quantized safety net codevector the quantization
distortion (weighted Euclidean distance) is smaller than abs_threshold of 41000 for NB or 45000 for WB frames. For
these relatively low error values the quantization is aready transparent to original LSF values and it makes sense from
the error recovery point of view to use safety-net as often as possible. Finally the safety net quantized error is compared
to the predictively quantized error, with scaling of 1.05 to prefer safety net usage as well using * streaklimit multiplying
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factor that is adaptive to the number of consecutive predictive frames. The *streaklimit factor gets smaller, when the
streak of continuous predictive frames gets longer. Thisis done in order to restrict the very long usage streaks of
predictive frames for frame-erasure conceal ment reasons. For voiced speech longer predictive streaks are alowed than
for other speech types. In voiced mode streak limiting starts after 6 frames, in other modes after 3 frames.

5.2.2.1.4.2 Indexing of the lattice codevector

The indexes of each one of the two multiple scale lattice codevectors is composed of the following entities:

- scaleindexes jq, jo for the two 8-dimensional subvectors

- leader classindex, kq,ks for the two 8-dimensional subvectors

- leader permutation index, 14,1, unsigned permutation index

- signindex with parity constraint, | 4,14,

- scale offset Og(jj).i =12 the number of codevectors corresponding to the truncations with smaller scale indexes

- leader offset O, (k;j),i =1,2 the number of codevectors corresponding to leader classes with smaller leader indexes

- mo(K;) , i=1,2 cardinality of unsigned leader class, i.e. number of unsigned permutations in the class, shown in
table 27.

- N, isthe number of codevectors for the second subvector
The index for each subvector is calculated using
Ii =Os(ji)+0| (k|)+(| Si”O(ki )+ | Ii) fori=12 (485)

Theindexes ) and |5 are obtained using the position encoding based on counting the binomial coefficients and the sign
encoding described in [26].

Table 27: Cardinality of unsigned leader vector permutations

Leader T Leader T Leader vector P
vector index 0 vector index 0 index 0
0 28 17 56 34 1120
1 1 18 420 35 8
2 70 19 56 36 8
3 8 20 280 37 280
4 8 21 56 38 168
5 28 22 168 39 56
6 168 23 28 40 420
7 28 24 560 41 336
8 1 25 168 42 840
9 280 26 336 43 28
10 28 27 28 44 168
11 56 28 280 45 1
12 8 29 28 46 168
13 56 30 8 47 420
14 420 31 280 48 168
15 56 32 70
16 70 33 8

The binomial encoding used for calculating 11 and |, uses the fact that the cardinality of an unsigned leader class with
distinct values vo,...,Vn-1, €ach having the number of occurrencesk, ... ka1 iS given by:
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(S ()52
Koo K1 K, K, K.,

The distinct values for each leader class vector and the number of each value in each leader class vector are given in the
following table:

Table 28: Leader vector distinct values, their number of occurrences, and leader vector parities

Leader Number of | Parity Leader Number of Parity

class Distinct values | occurrences class Distinct values occurrences

index index
0 1,0, 2,6 0 25 3.0,1.0,0.0 1,52 0
1 0.5 8 1 26 3.0,2.0,1.0,0.0 1,1,15 0
2 1,0 4.4 0 27 15,05 6,2 1
3 2,0 1,7 0 28 2.5,15,0.5, 1,3,4 -1
4 15,05 1,7 -1 29 2.5,0.5 2,6 1
5 1.0, 0.0 6,2 0 30 3.5, 0.5, 1,7 -1
6 2.0,1.0, 0.0, 1,2,5 0 31 2.0,1.0,0.0 3,4,1 0
7 1.5, 0.5 2,6 1 32 2.0,0.0 4.4 0
8 1.0 8 0 33 3.0,1.0 1,7 0
9 2.0,1.0,0.0 1,4,3 0 34 3.0,2.0,1.0,0.0 1,133 0
10 2.0,0.0 2,6 0 35 4.0, 0.0, 1,7 0
11 15,05 3,5 -1 36 15,05 7,1 -1
12 2.5,05 1,7 1 37 25,1505 1,4,3 1
13 2.0,1.0,0.0 1,6,1 0 38 2.5,15,0.5 2,15 -1
14 2.0,1.0,0.0 2,24 0 39 3.5,15,05 1,16 1
15 3.0,1.0,0.0 1,1,6 0 40 2.0,1.0,0.0 4272 0
16 15,05 4.4 1 41 3.0,2.0,1.0,0.0 1,151 0
17 25,1505 1,1,6 -1 42 3.0,2.0,1.0,0.0 1,214 0
18 2.0,1.0,0 24,2 0 43 3.0,0.0 2,6 0
19 2.0,0.0 3,5 0 44 4.0,1.0,0.0 1,25 0
20 3.0, 1.0, 0.0, 1,3,4 0 45 1.5 8 1
21 15,05 5,3 -1 46 25,1505 1,5,2 -1
22 25,15, 05 1,2,5 1 47 25,1505 2,2,4 1
23 2.0,1.0 2,6 0 48 3.5,15,05 1,25 -1
24 2.0,1.0,0.0 3,2,3 0 49

Theindex for the two multiple scale lattice codevectors corresponding to the two residual L SF subvectors are combined
inasingle index, I, which iswritten in the bitstream.

|=N2|1+|2. (487)
5.2.2.1.5 LSFQ for voiced coding mode at 16 kHz internal sampling frequency : BC-TCVQ
5.2.2.151 Block-constrained trellis coded vector quantization (BC-TCVQ)

The VC mode operating at 16 kHz internal sampling frequency has two decoding rates: 31 bits per frame and 40 bits per
frame. The VC mode is quantized by a 16-state and 8 stage block-constrained trellis coded vector quantization (BC-
TCVQ) scheme.

Trellis coded vector quantization (TCVQ) [42] generalizes trellis coded quantization (TCQ) to allow vector codebooks
and branch labels. The main feature of TCVQ is the partitioning of an expanded set of VQ symbolsinto subsets and the

labelling of the trellis branches with these subsets. TCVQ is based on a rate-1/2 convolutional code, which has N =2V
trellis states and two branches entering/leaving each trellis state. Given a block of m source vectors, the Viterbi
algorithm (VA) is used to find the minimum distortion path. This encoding procedure allows the best trellis path to

begin in any of N initial states and end in any of N terminal states. In TCVQ, the codebook has 2(RFRIL yector
codewords. R is referred to as “codebook expansion factor” (in bits per dimension) since the codebook has 2R times

as many codewords as anomina rate- R VQ. The encoding is accomplished in the following two steps.
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Step 1. For each input vector, find the closest codeword and corresponding distortion in each subset.

Step 2. Let the branch metric for a branch labelled with subset S be the distortion found in step 1 and use the VA to find
the minimum distortion path through the trellis.

BC-TCVQ isalow-complexity approach that requires exactly one bit per source sample to specify the trellis path.
Figure 22 shows the concept of ‘block constrained’ and illustrates the search process of the Viterbi algorithm with a 4-
state and 8 stages trellis structure, which selects ‘00’ and ‘10’ asinitia states. When theinitial stateis ‘00, the terminal
state is selected to be one of ‘00’ or ‘01’ and when theinitial stateis ‘10, theterminal stateis selected to be one of ‘10’
or ‘11'. Asan example, the survival path from theinitial stage with state ‘00’ to the stages (NS—log, 4) with state
‘00" is shown by adotted line. In this case, the only two possible trellis paths for the last two stages are toward states
‘00" and ‘01’. This example uses one bit for the initial state and one bit for the terminal state. If the terminal stateis
decided, the path information for the last two stagesis not needed.

1 m-log,4 m
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4-state
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Figure 22: Block constrained concept in 4-state and 8 stages trellis structure for BC-TCVQ encoding

For any 0< k <wv, consider a BC-TCVQ structure that allows 2K initial trellis states and exactly 2V termind trellis
states for each allowed initial trellis state. A single VA encoding, starting from the allowed initial trellis states, proceeds
in the norma way up to the vector stage m—Kk . It takes k bits to specify the initial state, and m— k bits to specify the
path to vector stage m— k. A unique terminating path, possibly dependent on the initial trellis state, is pre-specified for
each trellis state at vector stage m— k through vector stage m. Regardless of the value of k, the encoding complexity
isonly a single VA search of the trellis, and exactly m bits are required to specify an initial trellis state and a path
through thetrellis.

The BC-TCVQ for VC mode at a 16kHz internal sampling frequency utilizes 16-state ( N =16) and 8-stage ( NS =8)
TCVQ with 2-dimensional (L =2) vector. LSF subvectors with two elements are alocated to each stage. Table 29
shows the initial states and terminal states for 16-state BC-TCVQ. In this case the parameters k and v are 2 and 4,
respectively. Four bits are used for both the initial state and termina state.

Table 29: Initial state and terminal state for 16-state BC-TCVQ

Initial state | Terminal state
0 0,1,2,3
4 4,5 6,7
8 8,9, 10,11
12 12,13, 14, 15
5.2.2.15.2 Bit Allocations and codebook size for BC-TCVQ

The bit allocations for the LSF quantizer at 31 and 40 bits/frame are summarized in tables 30 and 31.
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Figures 23 and 24 show the LSF quantizer at 31 and 40 bits/frame, respectively. The 1st and 2nd BC-TCVQ use the
same hit alocation but different codebook entries. The 3rd and 4th SV Q use the same bit alocation and codebooks. The
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Table 30: Bit allocation for the LSF quantizer at 31 bits/frame

Parameters

Bit allocation

Path information

(Initial states + path + final states)

2+4+2

BC-TCVQ

Subset codewords

4 hits X 2 (Stages 1 to 2)
3 bits x 2 (Stages 3to 4)
2 hits X 4 (Stages 5 to 8)

Scheme selection

1

Total

31

Table 31: Bit allocation for the LSF quantizer at 40 bits/frame

Parameters

Bit allocations

Path information

(Initial states + path + final states)

2+4+2

BC-TCVQ

Subset codewords

4 hits X 2 (Stages 1 to 2)
3 bits x 2 (Stages 3 to 4)
2 bits X 4 (Stages 5 to 8)

SVQ

Subset codewords

5 (1% vector with dim.=8)
4 (2™ vector with dim.=8)

Scheme selection

1

Total

40

31 bit LSF quantizer uses BC-TCVQ and the 40 bit L SF quantizer uses both BC-TCVQ and SV Q.

The following table summarizes the codebook size for BC-TCVQ and SV Q. The overall codebook sizeis 2,432 words.
In addition, there are severa tables for BC-TCVQ such as intra-prediction coefficients (56 words), scale information

(32 words) and branch information (192 words). The total codebook sizeis 2,712 words.

Table 32: Codebook size for BC-TCVQ and SVQ

2nd Total per
st rd th th th th th
1st stage stage 3@ stage|4'" stage |5 stage |6 stage|7'" stage |8 stage frame
Bits for BC-
TCVQ 4 4 3 3 2 2 2 2
subcodebook
Scalars for 256 256 128 128 64 64 64 64 1,024
Predictive
Scalars for
Safety-net 256 256 128 128 64 64 64 64 1,024
Bits for SVQ 5 4
subcodebook
Scalars 256 128 384
Total 2,432
5.2.2.1.5.3 Quantization scheme selection

The quantization scheme for the VC mode consists of Safety-net and Predictive schemes. The quantization schemeis

selected in an open-loop manner as shown in the figures 23 and 24. The scheme selection is done by calculating the
prediction error of unquantized L SFs.

The prediction error ( E, ) of the k th frame is obtained from the inter-frame prediction contribution p (i ) , the
wei ghting function Weng (i), and a mean-removed unquantized LSF z, (i) as
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M-1
Bl = ) Weng ({2 () = Pic())? (488)
i=0
where
P (D) = p(i) 21 () , for i=0,...,.M (489)

and p(i)isthe selected AR prediction coefficients for VC mode and 2, _4(i) isthe mean-removed quantized L SF of the
previous frameand M isthe LPC order.

When E, isbigger than athreshold, it implies the tendency of the current frame to be non-stationary. Then the safety-

net scheme is a better choice. Otherwise the predictive scheme is selected. In addition, the streak limit (streaklimit)
prevents the consecutive selection of the predictive scheme.

The quantization scheme selection is shown by the following pseudo-code.
IT Ex > streaklimit * op_loop_thr
safety _net = 1;

else
safety_net = 0O;

where E isthe prediction error of the kth frame and the open-loop threshold (op_loop_thr) is 3,784,536.3.

If the safety-net flag (safety_net) is set to 1, the safety-net scheme is selected, and if the safety-net flag (safety _net) is
set to 0, the predictive scheme is selected. The scheme selection is encoded using a single bit.

5.2.2.154 31 bit LSF quantization by the predictive BC-TCVQ with safety-net
Figure 23 shows the predictive BC-TCVQ with safety-net for an encoding rate of 31 bits.

Z _|_t 1gc-Tev| - Z
‘;/\ (30bits) ?
18t Intra-frame
Prediction
Safety-net
scheme
LSZf & Scheme _7<
N Selection (1bit) R
A ~
z f
m Predictive ’@\ >
scheme ~
r t t r
m

2nd BC-TCVQ
_’@4’@?_’ (30bits) *?

2nd Intra-frame |
Prediction

Inter-frame
Prediction

Figure 23: Block diagram of the predictive BC-TCVQ with safety-net for an encoding rate of
3lbits/frame

The operation of the 31 bit LSF quantizer is described as follows. If the safety-net scheme is selected, the mean-
removed LSF vector, z, (i), is quantized by the 1st BC-TCVQ and 1st intra-frame prediction with 30 bits. If the
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predictive scheme is selected, the prediction error, r, (i) , which is the difference between the mean-removed LSF

vector z (i) and the prediction vector py (i) isquantized by the 2nd BC-TCVQ and 2nd intra-frame prediction with 30
bits.

An optimal index for each stage of BC-TCVQ is obtained by searching for an index which minimizes E, . (p) of
equation (490).

L . 2
Ewerr(p):ZWend(Z(j—1)+i)(tk(2(j—1)+i)—clp(i)) ,for p=1,..., Pjand j=1,..., M /2 (490)
i=0

p
C.
where P; is the number of codevectors in the j th sub-codebook, I is the pth codevector of j th the subcodebook,

Weng (i) isaweighting function, and t =[t} (0),tg (D),...,tg (M /2-1)].

Intra-frame correlation typically remains in the inter-frame AR prediction error vectors. The presence of significant
intra-frame correlation motivates the introduction of an intra-predictive coding scheme for the AR prediction error
vector, as shown in figure 23, in order to increase the coding gain. The intra-frame prediction uses the quantized
elements of the previous stage. The difference between z, (i) and its prediction is then quantized. The prediction is

formed for each trellis node using the output codevectors specified by the survivor path associated with the particular
node.

The prediction coefficients used for the intra-frame prediction is predefined by the codebook training process. The
prediction coefficients are two-by-two matrices for the 2-dimensional vector. The intra-frame prediction process of BC-
TCVQisasfollows. The prediction residual vector, t (i) , which isthe input of the 1st BC-TCVQ, is computed as

ty (0) =7, (0)
t (i) =2z (i) —Z (i), for i =1,..., M /2-1 (491)
where

7 @)=A;2(i-1),fori=1,..., M/2-1 (492)

where Z (i) is the estimation of z (i), (i —1) is the quantized vector of z. (i —1), and Ai is the prediction matrix
with 2X 2 which is computed as

A; =Rp[Ri17™ fori=1,..., M /2-1, (493)
where
Rb; =[z(i)z' (i-1)] and R}, = \_z(i -0z —1)j (494)
and M isthe LPC order.
Then
2. ()=t (i) + Z (), for i =0,..., M /2-1. (495)

The prediction residudl, ty (i) , is quantized by the 1st BC-TCVQ. The 1st BC-TCVQ and the 1st intra-frame prediction
are repeated to quantize zy (i) . Table 33 represents the designed prediction coefficients A; for the BC-TCVQ inthe
safety-net scheme.
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Table 33: Intra-frame prediction coefficients for the BC-TCVQ in the safety-net scheme

Coefficient Number | Coefficient Value
—0.452324 0.808759

A1 [—0.524298 0.305544}
0.009663 0.606028

Az {—0.013208 0.421114
A 0.144877 0.673495
3 {0.080963 0.580317}
A 0.208225 0.633144
4 [0.215958 0.584520}
A 0.050822 0.767842
5 {0.076879 0.416693}
A 0.005058 0.550614
6 {—0.006786 0.296984}
A —0.023860 0.611144
7 {—0.162706 0.576228}

For the predictive scheme, ry (i) isquantized by the 2nd BC-TCV Q and the 2nd intra-frame prediction. An optimal
index for each stage of BC-TCVQ is obtained by searching for an index which minimizes E,, (p) inequation (490).

The intra-frame prediction uses the same process with different prediction coefficients as that of the safety-net scheme.

Then

fi (i) =t () + T (i) , for i=0,...,M/2-1.

(496)

The prediction residudl, t, (i) , is quantized by the 2nd BC-TCVQ. The 2nd BC-TCVQ and the 2nd intra-frame
prediction are repeated to quantize. Table 34 represents the designed prediction coefficients A; for the BC-TCVQ in

the predictive scheme.

Table 34: Intra-frame prediction coefficients for the BC-TCVQ in the predictive scheme

5.2.2.1.55

Coefficient Number | Coefficient Value
—0.292479 0.676331

A [— 0.422648 0.217490}
A 0.048957 0.5004761
2 {0.087301 0.287286}
A [0.199481 0.502784]
3 10.106762 0.420907|
A [0.240459 0.440504]
4 0.214255 0.396496)
A [0.193161 0.494850)]
5 10.158690 0.306771]
A [0.093435 0.370662]
6 10.065526 0.148231]
[ 0.037417 0.336906]

A7 | —0.024246 0.187298)|

40 bit LSF quantization using the predictive BC-TCVQ/SVQ with safety-net

Figure 24 shows the predictive BC-TCV Q/split-VQ(SV Q) with safety-net for an encoding rate of 40 bits. Both 31 bit
L SF quantizer and 40 bit L SF quantizer use the same codebook for BC-TCV Q.
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Figure 24: Block diagram of the predictive BC-TCVQ/SVQ with safety-net for an encoding rate of 40
bits/frame

In the LSF quantization for an encoding rate of 40 bit/frame, the difference between the mean-removed L SF and its BC-
TCVQ output is quantized by the 3rd and 4th SVQ, as shown in figure 24. The scheme selection, 1st and 2nd BC-
TCVQ, and 1st and 2nd intra-frame prediction blocks of the 40 bit L SF quantizer are exactly same as those of the 31 bit
L SF quantizer. Both L SF quantizers use same codebooks for the BC-TCVQ.

If the current coding mode in the scheme selection block is selected as the predictive scheme, the prediction error r is
derived by subtracting p from the mean-removed LSF z . It is quantized by the 2nd BC-TCVQ and the 2nd intra-frame

prediction. The residual signal r, is obtained by subtracting ; from r . The residua signal r, is then split into two

sub-vectors of dimensions 8 and 8, and is quantized using the 4th SVQ. Since the low band is perceptually more
important than the high band, five bits are allocated to the 1st 8-dimensional VQ and four bits are alocated to the 2nd 8-
dimensional VQ. r, is quantized by the 4th SVQ to produce f». I is then obtained by adding 7, to ;. Finaly the

predictive scheme output Z isderived by adding p to 7 .

If the current coding mode is selected as the safety-net scheme, the mean-removed LSF z is quantized by the 1st BC-
TCVQ and the 1st intra-frame prediction. The residual signal z, is extracted by subtracting z,from z, and it is
quantized by the 3rd SVQ to produce Z, . The 3rd SVQ is exactly same as the 4th SVQ. That is, both SVQ quantizers

use same codebooks. Because the input distribution of the 3rd SVQ is different from that of the 4th SVQ, scaling
factors are used to compensate the difference. Scaling factors are computed by considering the distribution of both
residual signals z, and r,. To minimize the computational complexity inin an actua implementation, the input signal

z, of the 3rd SVQ is divided by the scaling factor, and the resulting signal is quantized by the 3rd SVQ. The quantized
signa Z, of the 3rd SVQ is obtained by multiplying the quantized output with the scaling factor. Table 35 shows the

scaling factors for the quantization and de-quantization. Finaly, the quantized mean-removed LSF Z is derived by
adding z, to ;.
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Table 35: Scaling factor for the SVQ

Dimension 0 1 2 3 4 5 6 7
Inverse scale factor | 5/55 | 5434 | 05553 | 05742 | 05800 | 05725 | 06209 | 0.6062
for quantization
Scalefactor forde- | 4 ga07 | 18404 | 1.8000 | 1.7416 | 1.7240 | 1.7467 | 1.6106 | 1.6497
guantization

Dimension 8 9 10 11 12 13 14 15
Inverse scale factor

for quantization 0.6369 0.6432 0.6351 0.6173 0.6397 0.6562 0.6331 0.6404
Scale factor for de-
guantization

1.5702 1.5548 1.5745 1.6199 1.5633 1.5239 1.5796 1.5615

5.2.2.1.6 Mid-frame LSF quantizer

For a more accurate representation of the spectral envelope during signal transitions, the encoder quantizes mid-frame

L SF coefficients. In contrast to the frame-end L SF vector, the mid-frame LSF vector is not quantized directly. Instead, a
weighting factor is searched in a codebook to cal culate a weighted average between the quantized L SF vectors of the
current and the previous frames. Only 2-6 bits are required depending on the bitrate and the coding mode (see Table
35a).

Table 35a: Bit allocation in mid-frame LSF quantization

Bitrate [bps] IC UC VC GC TC AC
7200 2 5 4 5 5 2
8000 2 5 4 5 5 2
9600 2 5 4 5 0 0
13200 2 0 5 5 5 2
16400 4 0 5 5 0 0
24400 5 0 5 5 0 0
32000 5 0 0 5 5 5
64000 5 0 0 5 5 5

Before searching the codebook, the unquantized mid-frame L SF vector is weighted with the L SF weighting function
defined in Equation (481). For simplicity, the following description will be provided by using L SP vectors instead of
L SF vectors. These two vectors are related by the following simple relation q(k) = cos(w(k)) where q(K) is the kth LSP

coefficient and w(K) is kth LSF coefficient. The mid-frame LSP weighting can be expressed using the following formula
Quwmid (K) =W(K)qpig (k) , for k=0,...,M-1. (4968)

where qyiq (k) isthekth unquantized LSP coefficient and W (k) is kth weighting factor of the function defined in

Equation (481). Note, that this is not the weighting factor which is quantized. This weighting is based on the FFT
spectrum where more weight is put on perceptually important part of the spectrum and less weight el sewhere.

The weighting factor to be quantized is a vector of size M that is searched in a closed-loop fashion such that the error
between the quantized mid-frame LSP coefficients and this weighted representation is minimized in a mean-square
sense. That is

M -1 >
Emda = ) i (9~ 0= Fria (902, 00+ i (huena (0]

v (496b)

where gyeng (K) is kth quantized weighted end-frame L SP coefficient and f,;4 isthe mid-frame weighting vector
taken from the codebook. To save computation complexity, both operations are combined. That is
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M-1

Eng = > Wi 09amia 0~ fia 0D 0+ Fia (Ve (O

et (496¢)

Once the winning weighting factor is found, the quantized L SP vector is reordered to maintain a stable LP filter. After
the quantization, the end-frame and the mid-frame L SF vectors are used to determine the quantized LP parametersin
each subframe. Thisis done in the same way as for unquantized LP parameters (see Equation (58) in Clause 5.1.96).

5.2.3 Excitation coding

The excitation signal coding depends on the coding mode. In general it can be stated that in the absence of DTX/CNG
operation, the excitation signal is coded per subframes of 64 samples. This meansthat it is encoded four times per frame
in case of 12.8 kHz internal sampling rate and five times per frame in case of 16 kHz internal sampling rate. The
exception isthe GSC coding where longer subframes can be used to encode some components of the excitation signal,
especialy at lower bitrates.

The excitation coding will be described in the following subclauses, separately for each coding mode. The description
of excitation coding starts with the GC and VC modes. For the UC, TC, and GSC modes, it will be described in
subsequent subclauses with references to this subclause.

5.2.3.1 Excitation coding in the GC, VC and high rate IC/UC modes

The GC,VC and high rate IC/UC modes are very similar and are described together. The VC modeis used in stable
voiced segments where the pitch is evolving smoothly within an allowed range as described in subclause 5.1.13.2. Thus,
the major difference between the VC and GC modes is that more bits are assigned to the algebraic codebook and less to
the adaptive codebook in case of the VC mode as the pitch is not allowed to evolve rapidly in the VC mode. The high-
rate |C and UC modes are similar and are used for signalling inactive frames where only a background noise is detected,
and unvoiced frames, respectively. The two modes differ from GC mode mainly by their specific gain coding codebook.
The GC mode is then used in frames not assigned to a specific coding mode during the signal classification procedure
and isaimed at coding generic speech and audio frames. The principle of excitation coding is shown in a schematic
diagram in figure 25. The individual blocks and operations are described in detail in the following subclauses.

pre-emphasized
input signal

—» W(2)

+
. 4
0-input ———> VAV(Z) » X
A(2) .
target signal
d x(n)
< - +
——— v(n) W(z) w(n) - Y
SR A s
A(2)
adaptive codebook 0-state updated
(past excitation) target signal
- X 1(7’1)
k| v
i S e ) !
R e FW(2) z(n) s
algebraic | — A(2)
codebook | 0-state
o
s
S x1.5(1)

ETSI



3GPP TS 26.445 version 12.10.0 Release 12 154 ETSI TS 126 445 V12.10.0 (2017-07)
Figure 25: Schematic diagram of the excitation coding in GC and VC mode

5.2.3.1.1 Computation of the LP residual signal

To keep the processing flow similar for all coding modes, the LP residual signal is computed for the whole frame in the
first processed subframe of each frame, asthisis needed in the TC mode. For each subframe, the LP residual is given by

16
r(n):spre(n)+2éispre(n—i), n=0,...,63 (497)
i=1
where spre(n) is the pre-emphasized input signal, defined in subclause 5.1.4 and §; are the quantized LP filter
coefficients, described in subclause 5.2.2.1.

In DTX operation the computed LP residua signal r(n) is attenuated by multiplying an attenuation factor att for all
input bandwidths except NB. The attenuation factor is calculated as

att = i 1 (497a)
1+ 3 bursthogp

where burstho,; as determined in subclause 5.6.2.1.1 isupper limited by HO_HIST_SIZE, flr = 0.6 if the
bandwidth is not WB or the |atest bitrate used for actively encoded frames Rigrest active IS larger than 16.4 kbps.

Otherwise flr isdetermined from a hangover attenuation table as defined in Table 35b. flr is only updated in the first

SID frame after an active signal period if two criteria are both fulfilled. The first criterion is satisfied if AMR-WB 10O
mode is used or the bandwidth=WB. The second criterion is met if the number of consecutive active framesin the latest
active signal segment was at least MIN_ACT_CNG_UPD = 20 number of frames or if the current SID isthe very first

encoded SID frame. The attenuation factor att isfinally lower limited to flr .

Table 35b: Attenuation floor

Latest active bitrate [kbps] flr
Riatest _active < 7-2 0.5370318
12 < Rlatest_active <80 0.6165950
8.0 < RIatast_active <96 0.6839116
9.6 < Rigtest _active <132 0.7079458
132 < Riatest _active <164 0.7079458
5.2.3.1.2 Target signhal computation

The target signal for adaptive codebook search is usually computed by subtracting a zero-input response of the weighted
synthesisfilter W(z)H (2) = A(z/71)H ge_empn(2)/ A(z) from the weighted pre-emphasized input signal. Thisis
performed on a subframe basis. An equivalent procedure for computing the target signal, which is used in this codec, is
filtering of the residual signal, r(n), through the combination of the synthesis filter H(z)=1/ A(z) and the weighting
filterW(z) = A2/ 71)H de—empn (2) . After determining the excitation signal for agiven subframe, theinitial states of these

filters are updated by filtering the difference between the LP residual signal and the excitation signal. The memory
update of these filtersis explained in subclause 5.2.3.1.8. The residual signal, r(n), which is needed for finding the
target vector, is aso used in the adaptive codebook search to extend the past excitation buffer. This simplifiesthe
adaptive codebook search procedure for delays less than the subframe size of 64 as will be explained in the next
subclause. The target signal in a given subframe is denoted as x(n).
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5.2.3.1.3 Impulse response computation

The impulse response, h(n), of the weighted synthesis filter

W(2)H(2)= Al 11)Hde-empn(2)/ Al2) (498)

is computed for each subframe. Note that h(n)is not the impulse response of the filter H(z), but of the filter W(z)H(z).

In the equation above, A(z) , isthe quantized L P filter, the coefficients of which are &; (see subclause 5.2.2.1). This
impul se response is needed for the search of adaptive and algebraic codebooks. The impul se response h(n) is computed
by filtering the vector of coefficients of the filter A(z/ 7/1) , extended by zeros, through the two filters:

1/'8‘(2) and Hde—emph(z)-
5.2.3.1.4 Adaptive codebook

5.2.3.14.1 Adaptive codebook search

The adaptive codebook search consists of performing a closed-loop pitch search, and then computing the adaptive
codevector, v(n) , by interpolating the past excitation at the selected fractional pitch lag. The adaptive codebook

parameters (or pitch parameters) are the closed-loop pitch, Te , and the pitch gain, g, (adaptive codebook gain),

calculated for each subframe. In the search stage, the excitation signal is extended by the LP residual signal to simplify
the closed-loop search. The adaptive codebook search is performed on a subframe basis. The bit allocation is different
for the different modes.

In the first and third subframes of a GC, UC or IC frame, the fractional pitch lag is searched with aresolution in the
range [34, 91%%], and with integer sample resolution in the range [92, 231]depending on the bit-rate and coding mode.
Closed-loop pitch analysisis performed around the open-loop pitch estimates. Always bounded by the minimum and

maximum pitch period limits, the range [ d[O]—S, d[o] +7] is searched in the first subframe, while the range [ d[l] -8,
d [ +7] is searched in the third subframe. The pitch period quantization limits are summarized in table 36.

Table 36: Pitch period quantization limits

Rates Sampling rate IC/UC VC GC
(kbps) of the limits
(kHz)
7.2 12.8 n.a. [17; 231] [34; 231]
8.0 12.8 n.a. [17; 231] [20; 231]
9.6 12.8 n.a. [29; 231] [29; 231]
13.2 12.8 n.a. [17; 231] [20; 231]
16.4 16 n.a. [36; 289] [36; 289]
24.4 16 n.a. [36; 289] [36; 289]
32 16 [21; 289] n.a. [21; 289]
64 16 [21; 289] n.a. [21; 289]

For the second and fourth subframes, a pitch resolution depending on the bit-rate and coding mode is used and the
closed-loop pitch analysisis performed around the closed-loop pitch estimates, selected in the preceding (first or third)
subframe. If the closed-loop pitch fraction in the preceding subframeis 0, the pitch is searched in the range [ T, -8,

T, +7%4], whereT, = LTC[E]JiSthe integer part of the fractional pitch lag of the preceding subframe (p is either O, to

denote the first subframe, or 3 to denote the third subframe). If the fraction of the pitch in the previous subframeis
>1/2, the pitch is searched in therange [ T) —7, T, +8%4. The pitch delay is encoded as follows. In the first and third

subframe, absolute values of the closed-loop pitch lags are encoded. In the third and fourth subframe, only relative
values with respect to the absolute ones are encoded.

In the VC mode, the closed-loop pitch lag is encoded absolutely in the first subframe and relatively in the following 3
subframes. If the fraction of the closed-loop pitch of the preceding subframe is 0, the pitch is searched in the interval
[T, 4, T, +3¥4. If the fraction of the closed-loop pitch lag in the preceding subframeis >1/2, the pitch is searched in

therange [T, =3, T, +4%4.
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The closed-loop pitch search is performed by minimizing a mean-squared weighted error between the target signal and
the past filtered excitation (past excitation, convolved with h(n)). Thisis achieved by maximizing the following

correlation

n
CoL = n=0 (499)

where x(n) isthe target signal and y, (n) is the past filtered excitation at delay k. Note that negative indices refer to the
past signal. Note also that the search range is limited around the open loop pitch lags, as explained earlier. The
convolution of the past excitation signal with h(n) is computed only for the first delay in the searched range. For other
delays, it is updated using the recursive relation

Yi(n)=yi_1(n-1)+u(-k)h(n), n=o0,...,63 (500)

where u(n), n=—(231+17),...,63, isthe excitation buffer. Note that in the search stage, the samplesu(n), n=0,...,63,
are unknown and they are needed for pitch delays less than 64. To simplify the search, the LP residual signal, r(n), is
copied to u(n)for n=0,...,63, in order to make the relation in equation (500) valid for all delays. If the optimum

integer pitch lag isin the range [34, 91], the fractions around that integer value are tested. The fractional pitch searchis
performed by interpolating the normalized correlation of equation (499) and searching for its maximum. The
interpolation is performed using an FIR filter for interpolating the term in equation (499) using a Hamming windowed
sinc function truncated at £17 . The filter hasits cut off frequency (-3 dB) at 5050 Hz and —6 dB at 5760 Hz in the
down-sampled domain, which means that the interpolation filter exhibits low-pass frequency response. Note that the
fraction is not searched if the selected best integer pitch coincides with the lower end of the searched interval.

Once the fraction is determined, the initial adaptive codevector, V' (n) , iIscomputed by interpolating the past excitation
signal uk(n)at the given phase (fraction). In the following text, the fractional pitch lags (not the fractions) in al

subframes will be denoted asd [fir] , where theindex i = 0,1,2,3denotes the subframe.

In order to enhance the coding performance, a low-pass filter can be applied to the adaptive codevector. Thisis

important since the periodicity doesn’t necessarily extend over the whole spectrum. The low passfilter is of the form
bipr (z)=a+b-z 1 +a-z72. Thus, the adaptive codevector is given by

1
v(n)= Z bipe (+V(n+i),  n=0,...,63 (501)
i=—1
where by pr =1{0.18,0.64,0.18} for sreg, =12800 for rates at and above 32kbps and by pr =1{0.21,0.48,0.21}
otherwise.

An adaptive selection is possible by sending 1 bit per sub-frame. There are then two possibilities to generate the
excitation, the adaptive codebook v(n), v(n) =Vv'(n) inthefirst path, or itslow pass-filtered version as described above

in the second path. The path which resultsin minimum energy of the target signal x(n) is selected for the filtered
adaptive codebook vector.

Alternatively, the first or the second path can be used without any adaptive selection. Table 37 summarizes the strategy
for the different combinations.
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Table 37: Adaptive codebook filtering configuration

Rates IC/UC VC GC
(kbps)
7.2 n.a. Non-filtered LP filtered
8.0 n.a. Non-filtered LP filtered
9.6 n.a. Non-filtered LP filtered
13.2 n.a. Adaptive selection | Adaptive selection
16.4 LP-filtered Adaptive selection LP filtered
24.4 LP-filtered Adaptive selection LP filtered
32 n.a. n.a. Adaptive selection
64 n.a. n.a. Adaptive selection
5.2.3.1.4.2 Computation of adaptive codevector gain

The adaptive codevector gain (pitch gain) isthen found by

=n=0 congtrained by 0< g, <12 (502)

where y(n)=v(n)* h(n) isthe filtered adaptive codevector (zero-state response of W(z)H (z)tov(n)).

To avoid instability in case of channel errors, g, islimited by 0.95, if the pitch gains of the previous subframes have
been close to 1 and the LP filters of the previous subframes have been close to being unstable (highly resonant).
The instability elimination method tests two conditions. resonance condition using the LP spectral parameters

(minimum distance between adjacent L SFs), and gain condition by testing for high valued pitch gainsin the previous
frames. The method works as follows. First, a minimum distance between adjacent L SFsis computed as...

At 9.6, 16.4 and 24.4 kbps, the gain is further constrained. It is done for helping the recovery after the loss of a previous
frame.

gp =min(g,.0.8 ”5397) (503)
3 yinlyin)
n=0
5.2.3.1.5 Algebraic codebook
5.23.151 Adaptive pre-filter

An important feature of this codebook isthat it is a dynamic codebook, whereby the algebraic codevectors are filtered
through an adaptive pre-filter F(z) . The transfer function of the adaptive pre-filter variesin timein relation to

parameters representative of spectral characteristics of the signal. The pre-filter is used to shape the frequency
characteristics of the excitation signal to damp frequencies perceptually annoying to the human ear. Here, a pre-filter

relevant to WB signalsis used which consists of two parts: a periodicity enhancement part 1/ (1— 0.8527" ) and atilt part
(1— ﬁlz_l). That is,

~1
FOg)-1=Az (504)

The periodicity enhancement part of the filter colours the spectrum by damping inter-harmonic frequencies, which are
annoying to the human ear in case of voiced signals. T isthe integer part of the closed-loop pitch lag in agiven
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subframe (representing the fine spectral structure of the speech signal) rounded to the ceiling, i.e., ‘ d Er] ‘ where i denotes
the subframe.

The factor S, of thetilt part of the pre-filter is related to the voicing of the previous subframe. At 16.4 and 24.4 kbpsitis
bounded by [0.28, 0.56] and it computed as

0.28el-1
v ¢

Otherwiseit is bounded by [0.0, 0.5] and is given by

[-1]
0.5EL
b= E\[l_—l]E([:_—ﬂ (506)

where E\[,_l] and Eg_l] are the energies of the scaled pitch codevector and the scaled algebrai c codevector of the previous

subframe, respectively. Therole of thetilt part is to reduce the excitation energy at low frequenciesin case of voiced
frames.

Depending on bitrates, coding mode and the estimated level of background noise, the adaptive pre-filter also includes a
filter based on the spectral envelope, which colours the spectrum by damping frequencies between the formant regions.
The final form of the adaptive prefilter F(z)is given by

- £ ) () Az/m)
F(z)=F ()A(m) (507)

where 7p =0.75and 77, = 0.9if siegp =12800Hz and 77, = 0.8and 77, = 0.92if srgp =16000 Hz.

The codebook search is performed in the algebraic domain by combining the pre-filter, F(z), with the weighted
synthesis filter prior to the codebook search. Thus, the impul se response h(n)of the weighted synthesis filter must be
modified to include the pre-filter F(z). That is, h(n) < h(n)* f (n), where f(n)istheimpulse response of the pre-
filter.

5.2.3.1.5.2 Overview of Algebraic codebooks used in EVS

Depending on the bitrate and rendered bandwidth, algebraic codebooks of different sizes are used in the EV S codec.
The following tables summarize the codebooks used in each subframe at different bitrates of the EVS codec

Table 38: NB Algebraic codebook configurations (bits/subframe)

Rate IC uc VC GC
(kbps)
7.2 n.a. n.a. 12/12/12/20 12/12/12/20
8.0 n.a. n.a. 12/20/12/20 12/20/12/20
9.6 30/32/32/32 30/32/32/32 28/28/28/28 24/26/24/26
13.2 n.a. n.a. 36/43/36/43 36/36/36/43
16.4 56/58/56/58 56/58/56/58 56/56/56/58 55/56/55/56
24.4 96/98/96/98 96/98/96/98 96/96/96/98 94/96/96/96
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Table 39: WB Algebraic codebook configurations (bits/subframe)

Rate IC ucC VC GC VC-FEC GC-FEC GSC
(kbps)

7.2 n.a. n.a. 12/12/12/20 12/12/12/20 n.a. n.a. n.a.
8.0 n.a. n.a. 12/20/12/20 12/20/12/20 n.a. n.a. n.a.
9.6 28/28/28/28 28/28/28/28 26/26/26/28 20/26/24/24 n.a. n.a. n.a.
13.2 n.a. n.a. 28/36/36/36 28/36/28/36 n.a. n.a. n.a.

(TD BWE) (TD BWE)
36/36/36/43 36/36/36/36
(FD BWE) (FD BWE)
16.4 43/43/43/43/43 43/43/43/43/43 40/43/43/43/43 40/43/40/43/43 n.a. n.a. n.a.
24.4 75/75/75/75/75 75/75/75/75/75 73/75/73/75/75 73/73/73/75/73 73/73/73/73/75 | 70/75/73/73/73 n.a.
32 12/12/12/12/12 n.a. n.a. 36/36/36/36/36 n.a. n.a. n.a.
64 12/12/12/12/12 n.a. n.a. 36/36/36/36/36 n.a. n.a. n.a.
Table 40: SWB Algebraic codebook configurations (bits/subframe)
Rate IC ucC VC GC VC-FEC GC-FEC GSC
(kbps)

9.6 24/26/24/26 24/26/24/26 20/26/24/24 20/20/20/20 n.a. n.a. n.a.
13.2 n.a. n.a. 28/36/28/36 28/28/28/36 n.a. n.a. n.a.
16.4 36/36/36/36/36 36/36/36/36/36 | 34/36/36/36/36 | 34/36/34/36/36 n.a. n.a. n.a.
24.4 62/65/62/65/62 62/65/62/65/62 | 62/62/62/65/62 | 62/62/62/62/62 62/62/62/62/62 | 61/61/62/61/62 | n.a.

32 12/12/12/12/12 n.a. n.a. 36/28/28/36/36 n.a. n.a. n.a.

64 12/12/12/12/12 n.a. n.a. 36/36/36/36/36 n.a. n.a. n.a.

Table 41: FB Algebraic codebook configurations (bits/subframe)
Rate IC ucC VC GC VC-FEC GC-FEC
(kbps)

16.4 36/36/36/36/36 36/36/36/36/36 | 34/36/36/34/36 | 34/34/36/34/36 n.a. n.a.

24.4 62/62/65/62/65 62/62/65/62/65 | 62/62/62/62/62 | 62/62/62/62/62 61/62/61/62/62 61/61/61/61/61

32 12/12/12/12/12 n.a. n.a. 36/28/28/36/36 n.a. n.a.

64 12/12/12/12/12 n.a. n.a. 36/36/36/36/36 n.a. n.a.

VC-FEC and GC-FEC are specific configurations for which 4 bits are reserved to transmit LPC-based information

exploited by the decoder in case of error of the previous frame.

5.2.3.1.5.3

Codebook structure and pulse indexing of the 7-bit codebook

In the 7-bit codebook, the algebraic vector contains only 1 non-zero pulse at one of 64 positions. The pulse positionis
encoded with 6 bits and the sign of the pulse is encoded with 1 bit. This gives atotal of 7 bits for the algebraic code.
The signindex hereis set to 1 for positive signs and O for negative signs.

5.2.3.1.54

Codebook structure and pulse indexing of the 12-bit codebook

In the 12-bit codebook, the algebraic vector contains only 2 non-zero pulses. The 64 positionsin a subframe are divided
into 2 tracks, where each track contains one pulse, as shown in table 42.

Table 42: Potential positions of individual pulses in the 12-bit algebraic codebook

Track Pulse Positions
1 0 0,2,4,6,8,10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32, 34,
36, 38, 40, 42, 44, 46, 48, 50, 52, 54, 56, 58, 60, 62
2 1 1,3,5,7,9, 11, 13, 15, 17, 19, 21, 23, 25, 27, 29, 31, 33, 35,
37, 39, 41, 43, 45, 47, 49, 51, 53, 55, 57, 59, 61, 63

Each pulse position in one track is encoded with 5 bits and the sign of the pulsein the track is encoded with 1 bit. This
givesatota of 12 hitsfor the algebraic code. The signindex hereis set to O for positive signs and 1 for negative signs.

The index of the signed pulseis given by
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| = p+s~2'vI (508)

where p isthepositionindex, s isthesignindex, and M =5 isthe number of bits per track. For example, a pulse at
position 31 has aposition index of 31/2 = 15 and it belongs to the track with index 1 (second track).

5.2.3.1.55 Codebook structure and pulse indexing of the 20-bit and larger codebooks

In the 20-bit or larger codebooks, the codevector contains 4 non-zero pulses. All pulses can have the amplitudes +1 or —
1. The 64 positions in a subframe are divided into 4 tracks, where each track contains one pulse, as shown in table 43.

Table 43: Potential positions of individual pulses in the 20-bit algebraic codebook

Track Pulse Positions
1 0 0, 4, 8, 12, 16, 20, 24, 28, 32 36, 40, 44, 48, 52, 56, 60
2 1 1,5,9, 13,17, 21, 25, 29, 33, 37, 41, 45, 49, 53, 57, 61
3 2 2, 6, 10, 14, 18, 22, 26, 30, 34, 38, 42, 46, 50, 54, 58, 62
4 3 3,7,11, 15, 19, 23, 27, 31, 35, 39, 43, 47, 51, 55, 59, 63

Each pulse position in one track is encoded with 4 bits and the sign of the pulse in the track is encoded with 1 bit. This
gives atotal of 20 bitsfor the algebraic code.

5.2.3.1.5.6 Pulse indexing of the algebraic codebook

The objective isto enumerate all possible constellations of pulsesin avector ¢ which corresponds to one track of
length L within asub-frame. That is, vector ¢ has signed integer values such that itsnorm-1is | x )= p , whereby we

say that ¢ contains p pulses.

We can then partition the vector ¢ into two parts, ¢ = [ol,cz] such that the partitionsare of length Ly and L, =L-14
and contain p; and p, = p— Py pulsesrespectively. The number of different constellations for the original vector ¢
can then be determined by the recursive formulae:

P
f(p,L)=> f(p,L)f(P—pyL,), P>0L>1
=0
i f(pl)=2, p>1 (509)
f(o,L)=1 L>0.

For computational efficiency, the values of this function can be pre-calculated and placed in atable.

Above equation gives the number of possible statesfor given p and L . We can then enumerate a specific state, where
¢, and ¢, have 7, and 7, = p—m; pulsesrespectively. The number of states that have less pulsesthan 7z in partition
¢ is
m-1
s(c.¢,) = f(p,L)f(p—piL-L). (510)

p=0

We can then define that overall state has s(c)> s(¢;,¢, ) , whereby the overall state can be encoded with the recursion

sc)=s(c,,c,)+sl)+ f(p, Ly )s(c,) (511)

where the boundary conditions are
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0, L=21c(1)=0

The state can be decoded by the algorithm

1. Set p, =1 and choose partitioning length L; =1 and L, >1.
2. Cdculate s(cj,c,) with p;.
3.1f s(c)< s(¢,c,p) then 73 = py —1. Otherwise, set p;:= p;+1 and goto 2.

The states of the partitions s(c,) and s(c;) can then be calculated from the integer and reminder parts of the fraction

W. We can then recursively determine the state of each position in the vector C until a partition has
P, b1
Ly =1, whereby

o) [+m, fors(e)=0 (513)

-7, fors(o)=1.

Observe that both the number of states f (p,L) aswell asthe state s(c) are integer numbers which can become larger
than 32 bits. We must therefore employ arithmetic operations which support long integers throughout the algorithm.

5.2.3.1.5.7 Pulse indexing of the 43-bit codebook
The joint indexing encoding procedure of three pulses on two tracksis described as follows:

For 3 pulses on atrack, the occurrence probability of 3 different pulse positions on atrack is the highest, and the
occurrence probability of 2 different pulse positions on atrack is the second highest, and even the pulses have a higher
occurrence probability on the left position of the track than on the right position of the track because the algebraic
codebooks need to compensate for the boundary leap of adaptive codebooks between two neighbour sub-frame. So the
case of the first pulse with lower position order will be encoded with a smaller index value and the case of more
different pulse positions with higher occurrence probability will aso be encoded with a smaller index value. Theruleis
same in case of more than 3 pulses on atrack. This rule can be used to save bit in the multi-track joint indexing
encoding.

1. Firstly, the pulse information for each track isindexed as follows: (here we suppose that Q(Q =3) pulsesare

assigned for each track, and the total quantity of positions on thetrack is M )
1) Anayse the statistics about the positions of the Q pulsesto be encoded on atrack and obtain pulse distribution

on the track, it includes: quantity (namely pos_num= N ) of pulse positions with pulsesin it, the pulse
position distribution which includes pulse position vector: P(N) ={ p(0), p(),..., p(N -1}, N isthe quantity
of pulse positions, p(i) isthei® pulse positions with pulse in it on the track, and quantity of pulsesin each
pulse position with pulse in it which includes pulse number vector SU (N) ={su(0), su(),...,su(N -1},

su(0) + su(@) +---+su(N -1 =Q, where Q isthe number of pulses per track, su(i) isthe number of pulsesin
position p(i), and pulse sign vector S(N) ={s(0), s(2),...,S(N —1)}, s(i) isthei? signin position p(i). If
there are pulses having the same positions (pul ses with the same positions have the same signs), they are
merged into one pulse and the number of pulses for each pulse position as well as the pulse sign is saved. Pulse

position are sorted in ascend order, the pulse sign is aso adjusted based on the order of pulse position.
2) Computethe offset index 1;(N) according to the quantity of pulse positions, the offset index is saved in a

table and used in both encoder and decoder sides. Each offset index in the table indicate a unique number of
pulse positionsin the track, in case Q = N , the offset index only indicate a pulse distribution of pulse positions

onthetrack P(N),incase Q> N, the offset index indicate many SU(N) which have a same pulse
distribution of pulse positions on the track P(N) .
3) Compute the pulse- position index |,(N) according to the pulse distribution of pulse positions on the track

(0< IZ(N)<C,\’)|l ). The I5(N) only indicate a pulse distribution of pulse positions on the track P(N) among
all the pulse distribution of 17(N) . Permuting serial numbers of the positions P(N) ={ p(0), p(),..., p(N -1}
and all possible values of P(N) are ordered from a smaller value to a greater value
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p(0) < p(M <---< p(N-1), N refersto the quantity of positions with pulsesinit, M isthetotal quantity of
positions on the track. Compute |1,(N) by using the permutation method as follows:

N-1
12(N)=C ~Cl_po) + D_[CH “hn1y-1~Ch iy}, O<12(N) <C}i, 0< p(0)< p(1) <+ < p(N -1) <15(514)
n=1

wherein p(n) represents a position serial number of an " position that has pulsesonit, ne [O,N 1],
p(0)e[0O,M —N], p(n)e[p(n-)+L,M —N+n], p(0)< p(D) <---< p(N —1) . For 43bit mode, 3 pulseson a
track, M =16, O<N <3.

1(N)=Ci% - Cit_ p©) * Ch_ p(0) ~ Ch p@ + Cis- p) ~ Cls (2 (515)

Compute the pulse-number index 13(N) according to the quantity of pulsesin each pulse position as follows:
I3(N) isdetermined according to SU(N) which represents the quantity of pulsesin each position with
pulses. In order to determine correspondence between SU(N) and 13(N) through algebraic calculation, a
calculation method of the third index 13(N) is provided below:

For atrack, situations that atrack with N pulse positionsand Q pulses are mapped to situationsthat a N
positionstrack have Q— N pulses, where Q represents the total number of pulses that are required to be
encoded and on the track. For example, in the condition of 6-pulse 4-position (Q =6, N =4) situations,

QJU(N) is{1, 2, 1, 2}, 1 issubtracted from the number of pulsesin each position (because each position has at
least one pulse) to obtain {0, 1, O, 1}, that is, information of SU(N) is mapped to a 2-pulse 4-position (Q =2,
M =4) encoding situation. Figure 26 gives an example of the mapping for 13(N).

i
i

012345 7 8 9101112131415\\

0123456789101112131415\ i Map . .
..I....'.....I./’
Track Length:4 position

0123458678 898101112131415 /l encode plise : 2 pulse
P

01234567 8 9101112131415

Figure 26: Example of mapping for I3(N)

According to set order, al possible distribution situationsof Q— N pulseson N positions are arrayed, and an
arrayed serial number is used as the index 1 3(N) indicating the number of pulses on a position that has pul se.

A calculation formulareflecting the foregoing calculation method is:
AN-1

13(N) = Cppr — Cpbr_q(0) + Z[Céyffh—q(h—l) ~CAPT h-q(hy] (516)
h=1

wherein AN =Q— N, PPT =Q-1, g(h) represents aposition serial number of an (h + 1)" pulse,
he[0,AN-1], q(h)e[0,N-1], q(0) <qg(D) <...<£g(AN -1), and } indicates summation.
Compute the pulse-signindex | 4 (N) based onthe N pulse sign information.
The pulse sign represented by s(i) may be a positive value or a negative value. A ssimple coding mode is
generally applied, s(i) =0 represents apositive pulse and s(i) =1 represents a negative pulse.
Generate the global index | . Combine theindices 1,(N), 15(N), I3(N) and 1,4(N) to get the global index
| asfollows:
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I =13(N)+1,5x2N +14(N)ISN<M, I e[O,W-1] (517)

3= 13(N)XCf) +15(N) (518)
Here W isthe upper range of | which is also the number of total permutations of Q pulses.

2. Combine the index of the two 3-pulse tracks together which is encoded asin step 1, suppose the indexes of the two
tracksare Ind; and Ind, respectively, Ind; € [O,W; —1] and Ind, € [O,W, —1], then the Joint_index is as below:

Joint_index = Ind; *W, + Ind, (519)

3. Encode the joint index Joint_index . (Suppose encode with 25 bits). In order to reduce the number of bits used for

pulse indexing, athreshold THR isset at 3611648 for 3-pulses, according to the the pulse number, combination of the
occurrence probability and the number of bits that may be saved. If the joint index Joint_index issmaller than THR,

24 bits will be used to encode the joint index Joint_index . If the joint index Joint_index is bigger than or equal to
THR, THR will be added into the joint index Joint_index and 25 bits will be used to encode the joint index
Joint_index . This procedure is described as below:

If (Joint_index<THR)

{
Joint_index is encoded with 24 bits.
3
Else
{
Joint_index = Joint_index+ THR
Joint_index is encoded with 25 bits.
}

For two pulses on the other track, the index for each track is encoded just as pulse indexing of the 20-bit codebook, but
thereis no joint indexing procedure, then the index for each track is transmitted one by one.

5.2.3.1.5.8 Multi-track joint coding of pulse indexing

The codebook for more than three pulses on a track have idle space in difference ratio, joint encoding for more than two
tracks may enable idle codebook spaces in single-track encoding to be combined, and once combined idle spaces are
sufficient, one actual encoding bit may be reduced. If several encoding indexes are directly combined, the final
encoding length may be very large, or even may exceed the bit width (such as 64 bits) generally used for operating, so a
general solution isto split each encoding index into two part and only all the high part is combined together in order to
avoid directly combining.

The method is described as follows: the value range of the original index Ind, isdivided into severa intervalsby a
factor SLF;, correspondingly the original index Ind; is split into two indexes Ind;g and Ind;; by the factor SLF;, the
length of each interval is not greater than SLF;, SLF; isapositiveinteger, Ind;q denotesaserial number of an interval
to which Ind; belongs, and Ind; denotesaserial number of Ind, intheinterval to which Ind; belongs

(apparently, Indy; < SLF; ), and: Ind; < Indigx SLF +Indyq;

The most economical case of splitting is performed as following:
Indg = Int(Ind; / SLF; ), where Int() denotes rounding down to an integer, and
Indy; = Ind; %SLF; , where % denotes taking a remainder.

If acombined index needs to achieve better effect of saving encoding bits, it is needed to select a split index that retains
the space characteristics of Ind; as much as possible, and therefore, for the track t providing a split index to participate
in combination,

if SLF = 2Kt itis appropriate to select Indy to participate in combination, and
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if SLF; = Int(Ind; pmax /2K ), itisappropriate to select Indy to participate in combination.
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Figure 27: The split factor selection and the corresponding codebook space section

Each track may adopt different SLF; , according to the pulse number on it

Table 44: the parameters for multi-track joint coding

, Codebook space Hi Bit effective re-back bits
pulse | bits - : : : :
Dec Hex Va'ue b”:s range ratio 8b|t 16b|t 24b|t
1 5 32
2 9 512 200 1 1 2 1.00 0
3 13 5472 1560 A8 8 172 0.6875 3
4 16 44032 ACO00 AC 9 345 0.67578125 1 9
5 19 285088 459A0 8B 8 140 0.546875 5
6 21 1549824 17A600 BD 8 190 0.7421875 3
7 23 7288544 6F36E0Q DE 8 223 0.875 1 9
8 25 30316544 | 1CE9800 | 1CE 9 463 0.904297 8
9 27 | 113461024 | 6C34720 | 6C3 11 1732 0.845704 8

Multi-track joint coding processing is described as following:

Calculate an encoding index Ind; of each track, (subscript t denotes the t™ track), split Ind; into two split indexes

hi; and track; _low according to a set factor SLF; combine asplitindex hi; of each track to generate a combined index
hig pt . The combined index hig py issplit into recombined indexes h; according to the re-back bits length, and each
recombined index h; and an un-combined split index track; _low of a corresponding track are respectively combined,
then obtain the final recombined index final _index; with fixed length 8,16 or 24 bits.

For 4 track in a sub-frame, the algebraic codebook 94bit(8777)~108hit(9999) use 24 bits mode joint en/decoding, the
algebraic codebook 62hit(4444)~92bit(7777) use 16 bits mode joint en/decoding, the algebraic codebook
40bit(3222)~61bit(4443) use 8 bits mode joint en/decoding.

All the encoding steps are described as following:

1

2)

3

4)

5)

Get the parameter from table 44 according to the pulse number of each track, include theindex bits;,

Hi _ Bit _bits;, Hi _Bit _range;, re—back _ bits; . And get the 8/16/24 mode &l so according to the pulse
number of all track.

Theindex Ind, of track, issplitinto hi, and track, low, the SLF; is 28~ _BIt_bIS) "anq jength of
hi; is Hi _Bit _hits;, length of track; _low is (bits; — Hi _ Bit _bits; ),

Combinethehig and hiy into hig pg asfollowing:

hiSLPO = hlo x Hi _ Bit _range, + hll (520)

Split the low part of hig pgand get the hy, and thelength of hg is re—back _ bitsy ,which get from table 44
instep 1, the hy and track,_low are combineinto a final _indexywith the length of 8,16 or 24 bits.
The high part hig pgy Of hig pg continue combining with the next hi, as following:

hig py = hig pon x Hi _Bit _range, +hi, (521)
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6) Split thelow part of hig py and get the by, and thelength of hy is re—back _ bits; ,which get from table 44
instep 1, the hy and track, _low are combineinto a final _index; with the length of 8,16 or 24 bits.
7) Thehighpart hig pyy of hig py continue combining with the next hi as following:
hig pp =hig piy X Hi _Bit _ranges + hiz (522)

8) Split thelow part of hig p,and get the h,, and the length of h, is re—back _ bits, ,which get from table 44
instep 1, the h, and track,_low are combineinto a final _index, with the length of 8,16 or 24 bits.

9) Thehighpart hig poy Of hig pqissplitinto two parts. The low part of hig poy iSused asthe hy, and the
length of h3 is re—back _ bitsy whichis obtained from table 44 in step 1, the hz and track;_low are
combined into a final _indexzwith the length of 8,16 or 24 bits.

10) Finaly, the high part track_hi of hig poy together with final _indexg, final _index;, final _index, and

final _indexs are the outputs of multi-track joint coding and stored into the stream in 16 bits unit.

I track0 | I track1 track2 track3 |

| | |
! ! !
hio | | tracko_tow |— [hi1 | tracki_low | hi2 | | track2_low hi3 || track3 low

¥
I ' |—> :_hOl track0_low
24/16/8bit

Th2 x )-.

I : |_, :51 |1rack1 low

24/16/8bit

Ih2 track2_|OwW | si—

" 24716/80it

i track_hi i :Fsltrack:’:_low ::

nbifs_4track-4x24/16/8bit  24/16/8bit

Figure 28: Schematic diagram of 4-track joint coding

5.2.3.1.5.9 The search criterion at lower bitrates

The algebraic codebook is searched by minimizing the error between an updated target signal and a scaled filtered
algebraic codevector. The updated target signal is given by

x1(n)=x(n)-gpy(n),  n=0,...,63 (523)

where y(n)=v(n)* h(n)isthe filtered adaptive codevector and g, isthe unquantized adaptive codebook gain. Thus, the
updated target signal is obtained by subtracting the adaptive contribution from the initial target signal, x(n) .

Let amatrix H be defined as alower triangular Toeplitz convolution matrix with the main diagonal h(0) and lower
diagonals h(1),...,h(63), and d =Hx;; (also known as the backward filtered target vector) be the correlation between

the updated signal x;;(n)and the impulse response h(n). Furthermore, let ® =HTH be the matrix of correlations of
h(n). Here, h(n)istheimpulse response of the combination of the synthesis filter, the weighting filter and the pre-filter
F(z)which includes along-term filter.

The elements of the vector d(n)are computed by
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63

d(n)=>) xali)i-n), n=0..63 (524)

i=n

and the elements of the symmetric matrix @ are computed by
oli, j)=Zh(n—i)h(n— i) i=0...63 j=i,..63 (525)

Let ¢, thek-th algebraic codevector. The algebraic codebook is searched by maximizing the following criterion:

Q = (X;I.I—1|'|Ck)2 — (dTCk)2 — (Rk)2 (526)

ctHTHe, cfaoc,  Ex
The vector d(n) and the matrix @ are usually computed prior to the codebook search.

The algebraic structure of the codebooks allows for very fast search procedures since the algebraic codevector, The
algebraic structure of the codebooks allows for very fast search procedures since the algebraic codevector, ¢, (n) ,

contains only a few non-zero pulses. The correlation in the numerator of equation (526) is given by

R= Y sd(m) (527)

i=0
where m isthe position of thei-th pulse, s isitsamplitude (sign), and N, isthe number of pulses. The energy in the
denominator of equation (526) is given by

Np-1

E= ) olm,m +22 stm m;) (528)
i=0

i=0 j=i+1

For saving the search load along with a better search result in the 12-bit codebook, the pulse amplitudes are
predetermined based on a high-pass filtered d(n) . The high-pass filter isathree-tap MA (moving-average)-type filter,

and itsfilter coefficientsare{ -0.35, 1.0, -0.35}. The sign of apulsein aposition n is set to negative when the high-
pass filtered d(n) is negative, otherwise the sign is set to positive. To simplify the search, d(n) and ®(k,h) are
modified to incorporate the predetermined signs.

5.2.3.1.5.10 The search criterion at higher bitrates

The following search criterion is used for bit rates at and above 16.4 kbps. It allows limiting the increase of complexity
for high number of pulses.

Let N bethe sub-frame length, and let matrices H and C , respectively, denotethe N x N lower triangular Toeplitz
convolution matrix and the (N + K —1)x N full-size convolution matrix, both defined for the filter h(n) . Here, h(n) is
thelength K impulse response of the combination of the synthesis filter, the weighting filter and the pre-filter

F (2) which includes along-term filter. The target residual is q = H‘lxll and @ = C' C isthe autocorrelation matrix
of filter h(n) .

The elements of the autocorrelation matrix can be calculated by
@(k,h)=g(k - h:Zh h(n—k+h), n=0,...,N-1 (529)

and the target residual by
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a(n) = xq1(n) - Zn: h(k)g(n-k), n=0,..,N-1. (530)

d(n)=> ¢(n-Kak), n=0,..,N-1. (531)

Let ¢, bethe k" algebraic codevector. The algebraic codebook is searched by maximizing the following criterion:

Q= (a" e, f _ e f _R (532)

CkT (I)Ck CkT (I)Ck Ek

5.2.3.1.6 Combined algebraic codebook

In general the computational complexity of the algebraic codebook increases with the codebook size. In order to keep
the complexity reasonable while providing better performance and scalability at high EVS ACELP bit-rates, an efficient
combined algebraic codebook structure is employed. The combined algebraic codebook combines usually a frequency-
domain coding in afirst stage followed by atime-domain ACELP codebook in a second stage.

The frequency-domain coding of the first stage, denoted as a pre-quantizer in figure 29, uses a Discrete Cosine
Transform (DCT) as the frequency representation and an Algebraic Vector Quantizer (AV Q) (see subclause 5.2.3.1.6.9)
to quantize the frequency-domain coefficients of the DCT. The pre-quantizer parameters are set at the encoder in such a
way that the ACELP codebook (second stage of the combined algebraic codebook) is applied to an excitation residual
with more regular spectral dynamics than the pitch residual.
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Figure 29: Schematic diagram of the ACELP encoder using a combined algebraic codebook in GC
mode at high bit-rates

At the encoder, the first stage, or pre-quantizer, operates as follows. In a given subframe (aligned to the subframe of the
ACELP codebook in the second stage) the excitation residua ¢;,(n) after applying the adaptive codebook is computed
as
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Gin(n) =r(N)—gp-v(n) (533)

where r(n) isthe target vector in residual domain. Further, v(n) isthe adaptive codevector and g, the adaptive
codevector gain.

The excitation residual ¢ (n) after applying the adaptive codebook is de-emphasized with afilter F,(2) . A difference
equation for such ade-emphasisfilter F,(2) isgiven by

Gin,d (M) = Gin(N) + & Gin g (N-1) (534)
where g, 4(n) isthe de-emphasized residual and coefficient &z =0.3 controlsthe level of de-emphasis.

Further aDCT is applied to the de-emphasized excitation residua ¢, 4 (n) using a rectangular non-overlapping
window. Depending on the bit rate, all blocks or only some blocks of DCT coefficients Q, (k) usually

corresponding to lower frequencies are quantized using the AV Q encoder. The other (not quantized) DCT coefficients
Qg (k) areset to 0 (not quantized). To obtain the excitation residual for the second (ACELP) stage of the combined

algebraic codebook, the quantized DCT coefficients Q (k) are inverse transformed, and then a pre-emphasis filter
1/Fp(2) isapplied to obtain the time-domain contribution from the pre-quantizer g(n) . The pre-emphasisfilter has the
inverse transfer function of the de-emphasisfilter F(2) .

5.2.3.16.1 Quantization

The AVQ encoder produces quantized transform-domain DCT coefficients Qg (k) . The indices of the quantized and
coded DCT coefficients from the AVQ encoder are transmitted as a pre-quantizer parameters to the decoder.

In every sub-frame, a bit-budget alocated to the AVQ is composed as a sum of afixed bit-budget and a floating number
of bits. Depending on the used AV Q sub-quantizers of the encoder, the AV Q usually does not consume al of the
allocated hits, leaving a variable number of bits available in each sub-frame. These bits are floating bits employed in the
following sub-frame. The floating number of bitsis equal to 0 in the first sub-frame and the floating bits resulting from
the AVQ in the last sub-frame in a given frame remain unused when coding WB signals or are re-used in coding of
upper band (see subclause 5.2.6.3).

5.2.3.1.6.2 Computation of pre-quantizer gain

Once the pre-quantizer contribution is computed, the pre-quantizer gain is obtained as

N-1
D Qina(Qu (k)

gq =+ (535)

Qg (K)Qq (k)
0

k=

where Qj, 4(k) arethe AVQ input frequency coefficients and Qq (k) the AVQ output (quantized) frequency

coefficients where k=0,...,K —1 isthe transform-domain coefficient index and K = 64 being the number of DCT
transform coefficients.

5.2.3.1.6.3 Quantization of pre-quantizer gain

The pre-quantizer gain gq is quantized as follows. First, the gain is normalized by the predicted innovation energy
Epred asfollows:

9q (536)
pred

gq,norm =

ETSI



3GPP TS 26.445 version 12.10.0 Release 12 169 ETSI TS 126 445 V12.10.0 (2017-07)

where the predicted innovation energy E oy isobtained as described in subclause 5.2.3.1.7.1.

Then the normalized gain gq norm IS quantized by a scalar quantizer in alogarithmic domain and finally de-normalized

resulting in a quantized pre-quantizer gain. Specifically 6-bit scalar quantizer is used whereby the quantization levels
are uniformly distributed in the log domain. The index of the quantized pre-quantizer gain is transmitted as a pre-
guantizer parameter to the decoder.

5.2.3.1.64 Refinement of target vector

The pre-quantizer contribution q(n) isused to refine the original target vector for adaptive codebook search x(n) as

Xupdt (M) = X(N) = gq -W(n) , (537)

and to refine the adaptive codebook gain using equation (502) with x4 (N) used instead of x(n) . When the pre-
quantizer is used, the computation of the target vector for algebraic codebook search x;4(n) isdoneusing

¥q1(n) = X(N) = gq - W(N) = gp ypat - Y(N) (538)

where w(n) isthefiltered pre-quantizer contribution, i.e. the zero-state response of the weighted synthesis filter to the
pre-quantizer contribution q(n) , and gp, ypgt isthe refined adaptive codebook gain.

Similarly, the target vector in residual domain r(n) is updated for the algebraic codebook search (the second-stage of
the combined algebraic codebook) as

Fupat (M) = 1(N) = gg - A(N) = G, ypatt - V(N) - (539)

5.2.3.1.6.5 Combined algebraic codebook in GC mode

In the EV S codec, the combined algebraic codebook structure as from figure 29 is used at bit-rates of 32 kbps and 64
kbps. In both cases the algebraic codebook search uses 36-bit codebooks and the rest of the bit-budget is employed by
the AV Q to quantize the pre-quantizer coefficients.

At 32 kbps, the available fixed bit-budget for the AVQ (116, 115, 115, 115, 155 bits for every of five subframes) is
sometimes too low to properly encode all input signal frames. Consequently in GC mode at 32kbps, the DCT and iDCT
stages of pre-quantizer computation are omitted when the input signal is not classified as a harmonic one. The
classification is based on a harmonicity counter harm_acelp updated every frame in the pre-processing module. If in

agiven frame the harmonicity counter harm_acelp < 2 the frameis classified as non-harmonic and the AVQ is
applied directly on the time-domain signal g, 4(n) and similarly producing directly the time-domain signal gq(n) in
figure 29.

5.2.3.1.6.6 Combined algebraic codebook in TC mode

The combined algebraic codebook structureis used also in TC mode at 32kbps and 64kbps. In this mode the algebraic
codebook from figure 29 is replaced by glottal shape codebook but the structure of the pre-quantizer remains the same
asin the GC mode. In TC mode @32kbps, the DCT and iDCT stages of the pre-quantizer are always employed.
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Figure 30: Schematic diagram of the ACELP encoder using a combined algebraic codebook in IC
mode at high bit-rates

5.2.3.1.6.7 Combined algebraic codebook in IC mode

Depending on the input signal characteristics, the ACELP encoder using a combined algebraic codebook from figure 29
isfurther adaptively changed. Specifically in coding of inactive speech segments, the order of the combined algebraic
codebook stages is changed. |.e. the modified combined a gebraic codebook combines a time-domain ACEL P codebook
in afirst stage followed by a frequency-domain de-quantizer coding in a second stage as shown in figure 30. The first
stage algebraic codebook employs very small codebooks, specifically 12 bits per subframe.

At the encoder, the de-quantizer in |C mode operates as follows. In a given subframe, the target signal xz(n) after
subtracting the scaled filtered adaptive excitation and the scaled filtered algebraic excitation is computed as

x3(n) = x(N) —gp - Y(N) - gc - Z(n) . (540)

Thetarget signal in speech domain x3(n) isfiltered through the inverse of the weighted synthesis filter with zero states
resulting in the target in residua domain u;,(n) .

Similarly to the combined algebraic codebook in GC mode, the signal u;,(n) isfirst de-emphasized with afilter Fo(2)
to enhance the low frequencies. A DCT is applied to the de-emphasized signal U, 4(n) using rectangular non-
overlapping window. Usually all blocks of DCT coefficients U;, 4(k) are quantized using the AVQ encoder. The
quantized DCT coefficients U4 (k) in some bands can be however set to zero.

The quantized DCT coefficients Uy (k) are further inverse transformed using iDCT, and then a pre-emphasis filter
1/Fp(2) isapplied to obtain the time-domain contribution from the frequency-domain quantizer u(n) where the pre-

emphasis filter has the inverse transfer function of the de-emphasis filter F(2) .
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5.2.3.1.6.8 Computation and quantization of de-quantizer gain

Once the de-quantizer contribution is computed, the de-quantizer gain is obtained as

N-1
D Uina(Ua®)
dg =43 (541)

N-1
D Ug(kUg(K)

k=0

where U, 4(K) arethe AVQ input transform-domain coefficientsand U4 (k) arethe AVQ output (quantized)
transform-domain coefficients.

The de-quantizer gain g is quantized using the normalization by the algebraic codebook gain g, . Specifically a 6-bit
scalar quantizer is used whereby the quantization levels are uniformly distributed in the linear domain. The indice of the
quantized de-quantizer gain gq istransmitted as a de-quantizer parameter to the decoder.

When coding the inactive signal segments the adaptive codebook excitation contribution is limited to avoid a strong
periodicity in the synthesis. In practice alimiter is applied in the adaptive codebook search to constrain the adaptive
codebook gainby 0< g, <0.65.

5.2.3.1.6.9 AVQ quantization with split multi-rate lattice VQ

Prior to the AVQ quantization, the time domain or transform-domain 64 coefficients, here denoted as S'(k) , are split

into 8 consecutive sub-bands of 8 coefficients each. The sub-bands are quantized with an 8-dimensional multi-rate
algebraic vector quantizer. The AV Q codebooks are subsets of the Gosset lattice, referred to as the REs lattice.

5.2.3.1.6.9.1 Multi-rate AVQ with the Gosset Lattice REs

5.2.3.1.6.9.1.1 Gosset Lattice REs

The Gosset lattice REs is defined as the following union:
REg = 2Dg U {2Dg + (1L1111,1,1,1)} (542)

where Dg isthe 8-dimensional |attice composed of all points with integers components with the constraint that the sum
of the 8 componentsis even. The lattice 2Dg issimply the Dg lattice scaled by 2. Thisimplies that the sum of the
components of alattice point in 2Dg is an integer multiple of 4. Therefore, the 8 components of a REg lattice point
have the same parity (either all even or all odd) and their sum isa multiple of 4.

All pointsin the lattice REg lie on concentric spheres of radius ,/8n; , n; being the codebook number in sub-band j .

Each lattice point on a given sphere can be generated by permuting the coordinates of reference points called “leaders’.
There are very few leaders on a sphere compared to the total number of lattice points which lie on the sphere.

5.2.3.1.6.9.1.2 Multi-rate codebooks in Gosset Lattice RE8

To form a vector codebook at a given rate, only lattice pointsinside a sphere in 8 dimensions of a given radius are
taken. Codebooks of different bit rates can be constructed by including only spheres up to a given radius. Multi-rate
codebooks are formed by taking subsets of |attice points inside spheres of different radii.

5.2.3.1.6.9.1.2.1 Base codebooks

First, base codebooks are designed. A base codebook contains all lattice points from a given set of spheresup to a
number n; . Four base codebooks , noted Qy, Q2 , Q3, and Q4 , are used. There are 36 non-null absolute leaders plus

the zero leader (the origin): Table 46 gives the list of these leaders and indicates to which codebook aleader belongs.
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Q. Qy, Qz, and Q, are constructed with respectively 0, 8, 12, and 16 bits. Hence codebook an requires 4n; bitsto
index any point in that codebook.
5.2.3.1.6.9.1.2.2 Voronoi extensions

From a base codebook Cayq (i-€. acodebook containing all lattice points from a given set of spheres up to a number

nj ), an extended codebook can be generated by multiplying the elements of Cayq by afactor M ]’ and adding a
second-stage codebook called the Voronoi extension. This construction is given by

=MY.7 +v.

cj=Mj-zj+v; (543)
where M}’ isthe scaling factor, z; isapoint in abase codebook Cayg and v; isapointinthe Voronoi extension.
The extension is computed in such away that any point c; from equation (543) isalso alattice pointin REg. The
scaling factor MY isapower of 2 (M} = 2'1), where ri’ iscalled the Voronoi extension order.

Such extended codebooks include lattice points that extend further out from the origin than the base codebook. When a
given lattice point ¢; isnot included in abase codebook Cayg (Qp, Q2, Q3 or Q4), the so-called Voronoi extension

is applied, using the Q3 or Q, base codebook part.

Giving the avail able bit-budget in particular layers, the maximum Voronoi extension order is rj" = 2. Therefore, for Qg

or Q4 two extension ordersare used: r{ =1or2 (M} =2o0r4).

When rj" =0, thereisno Voronoi extension, and only a base codebook is used.

5.2.3.1.6.9.1.2.3 Codebook rates

There are 8 codebooks: the first 4 are base codebooks without Voronoi extension and the last four with Voronoi
extension. The codebook number n; isencoded as aunary code with n; "1" bits and aterminating "0". Table 45 gives

for each of the 8 codebooks, its base